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Preface

Over the last few years Web Engineering has begun to gain mainstream accep-
tance within the software engineering, IT and related disciplines. In particular,
both researchers and practitioners are increasingly recognizing the unique cha-
racteristics of Web systems, and what these characteristics imply in terms of the
approaches we take to Web systems development and deployment in practice.

A scan of the publications in related conference proceedings and journals
highlights the diversity of the discipline areas which contribute to both the rich-
ness and the complexity of Web Engineering.

The 5th International Conference on Web Engineering (ICWE 2005), held in
Sydney, Australia, extends the traditions established by the earlier conferences
in the series: ICWE 2004 in Munich, Germany; ICWE2003 in Oviedo, Spain;
ICWE 2002 in Santa Fe, Argentina; and ICWE2001 in Cáceres, Spain. Not only
have these conferences helped disseminate cutting edge research within the field
of Web Engineering, but they have also helped define and shape the discipline
itself. The program we have put together for ICWE2005 continues this evolution.
Indeed, we can now begin to see the maturing of the field.

For possibly the first time, there was very little debate within the Program
Committee about which papers were in and out of scope, and much more debate
as to the each papers contributions to the field.

We are now reaching a point where we are gaining a common understanding
of the nature of our own discipline!

The ICWE2005 conference received a total of approximately 180 submissi-
ons, with authors from 32 countries and 6 continents. It was particularly pleasing
to see a much greater representation of papers from South East Asia compared
with previous conferences. All submitted papers were rigorously reviewed by
the excellent program committee, and 33 were eventually selected as full papers
(18% acceptance), 36 as short papers (20%), and 17 posters and demos. The
selected papers cover a broad spectrum, including: modelling and frameworks,
architectures, content and media, testing, Web services and ontologies, security,
design, querying, measurement, users and usability, and tools and environments.
The conference was also host to an excellent suite of tutorials and workshops
over 2 days.

To enrich the program even further, four outstanding speakers agreed to give
keynotes. Virgilio Almeida provided a view from within the discipline, highligh-
ting several key areas which must be addressed within the design of Web systems.
Al Davis provided a view from outside the discipline looking in, giving considera-
ble insight into the context which drives Web development. Craig Errey brought
a fascinating commercial perspective, illustrating what we can learn from other
discipline areas (in this case psychology). And Lars Rasmussen discussed issues
that affect the integration of new functionality into existing systems, particularly
within the context of extraordinarily ‘high-load’ systems.



VI Preface

We wish to express our gratitude to all those who contributed to making
ICWE 2005 a success. We are particularly grateful to the core members of our
Organizing Committee and Program Committee: Yogesh Deshpande, Steve Han-
sen, Ka-Kit Fung, Athula Ginige, Aditya Ghose, Daniel Schwabe, Bebo White,
Emilia Mendes, Gustavo Rossi, Rafael Calvo, and Xiaoying Kong, as well as
several other key contributors, particularly Rosa Tay, and Richard van de Stadt.

We would also like to thank the workshop and tutorial organizers. Parti-
cular thanks go to the Program Committee members and reviewers, who with
enormous care and insight, provided reviews which helped us build an excellent
program.

Finally, enormous thanks go to the authors of the papers which were submit-
ted to the conference. It is really their work which is at the core of the ICWE
conference series, and which has helped shape our discipline. Thank you!

We hope you find the papers presented in this volume useful and that they
help in further advancing Web Engineering through research, education and
practice.

May 2005 David Lowe
San Murugesan
Martin Gaedke
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Daniel Menasce George Mason University, USA
Deependra Moitra Infosys Technologies Ltd, India
San Murugesan Southern Cross University, Australia
Moira Norrie ETH, Switzerland
Luis Olsina Universidad Nacional de La Pampa, Argentina
Beng Chin Ooi NUS, Singapore
Oscar Pastor Universidad Politécnica de Valencia, Spain
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Keynote: Just Enough Requirements
Management for Web Engineering

Al Davis

College of Business
University of Colorado at Colorado Springs

Colorado Springs, CO 80933-7150 USA
adavis@uccs.edu

1 Brief Bio

Al Davis is professor of information systems at the University of Colorado at
Colorado Springs. He was a member of the board of directors of Requisite, Inc.,
acquired by Rational Software Corporation in February 1997, and subsequently
acquired by IBM in 2003. He has consulted for many corporations over the past
twenty-seven years, including Boeing, Cigna Insurance, Federal Express, Front-
Range Solutions, Fujitsu, General Electric, Great Plains Software, IBM, Loral,
MCI, Mitsubishi Electric, NEC, NTT, Rational Software, Rockwell, Schlum-
berger, Sharp, Software Productivity Consortium, Storage Tek, and Sumitomo.
Previously, he was

– Chairman and CEO of Omni-Vista, Inc., a software company in Colorado
Springs;

– Vice President of Engineering Services at BTG, Inc., a Virginia-based com-
pany that went public in 1995, and was acquired by Titan in 2001;

– a Director of R&D at GTE Communication Systems in Phoenix, Arizona.
GTE was acquired by Verizon in 1999;

– Director of the Software TechnologyCenter at GTE Laboratories in Waltham,
Massachusetts.

He has held academic positions at George Mason University, University of
Tennessee, and University of Illinois at Champaign-Urbana. He was Editor-in-
Chief of IEEE Software from 1994 to 1998. He is an editor for the Journal of
Systems and Software (1987-present) and was an editor for Communications of
the ACM (1981-1991). He is the author of

– Software Requirements: Objects, Functions and States (Prentice Hall, 1st
edition 1990; 2nd edition 1993);

– the best-selling 201 Principles of Software Development (McGraw Hill, 1995);
– Great Software Debates (Wiley and IEEE CS Press, 2004), and
– Just Enough Requirements Management (Dorset House, 2005).

Dr. Davis has published 100+ articles in journals, conferences and trade
press, and lectured 500+ times in over 20 countries. Much of his current research
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2 Al Davis

centers around discovering “just enough” ways of performing requirements engi-
neering, specifically “the largely unexplored middle ground between the require-
ments purists and the requirements cowboys.” [Tom DeMarco] He maintains
the most extensive bibliography on the web for requirements-related subjects
(http://web.uccs.edu/adavis/reqbib.htm). He is the founder of the IEEE Inter-
national Conferences of Requirements Engineering, and served as general chair
of its first conference in 1994. He has been a fellow of the IEEE since 1994, and
earned his Ph.D. in Computer Science from the University of Illinois in 1975.
Find out more about Al Davis at http://web.uccs.edu/adavis.

2 Talk Abstract

When building web applications, strong temptation exists to “just build it.”
After all, the tools available today for web engineering are just so easy to use.
The operational environment is so tolerant of implementation problems. And the
expectations of the user community allow for constant evolution. On the other
hand, almost every type of application, including those that are highly financial-
critical and life-critical, is migrating to the web. This trend works against the
attitude of “just build it.” So, the answer cannot be “forget about requirements;
we’ll figure them out later.” And the answer cannot be “write a formal require-
ments specification for all parties to approve prior to system implementation.”
Requirements management exists to reduce risk, but it also needs to be made
simpler, not more complex. And in today’s competitive world we need to find
ways to accelerate system development dramatically; modern requirements man-
agement must thus reduce, not extend, the effort.

The Capability Maturity Model (CMM) movement has tended to cause com-
panies to over-methodize, while the agile programming movement has tended
to cause companies to under-methodize. The result is that requirements are ei-
ther over-analyzed and over-specified, or are totally ignored. This common-sense
talk addresses the “right” level at which requirements should be addressed, with
emphasis on recognizing that the “right” level is different for every project.

The talk will cover all three major areas of requirements management: elic-
itation, triage, and specification. Each will be described, its goals will be made
clear, common practices will be described, and recommendations for doing it
in a “just enough” manner for web engineering will be explored. The talk will
also discuss the factors that would cause you to want to alter the “just enough”
prescription for your own needs.



Keynote: Performance, Availability and Security
in Web Design

Virgilio A.F. Almeida

Federal University of Minas Gerais - UFMG
Brazil

virgilio@dcc.ufmg.br

1 Brief Bio

Virgilio A.F. Almeida is a Professor and former Chair of the Computer Science
Department at the Federal University of Minas Gerais (UFMG), Brazil. He re-
ceived a Ph.D. degree in Computer Science from Vanderbilt University, an MS
in Computer Science from the Pontifical Catholic University in Rio de Janeiro
(PUC-RIO), and BSEE from UFMG. His research interests include analysis,
modeling, and evaluation of the behavior of large scale distributed systems, ca-
pacity planning, IT security, Internet and WWW technologies. He was a Visiting
Professor at Boston University (1996) and Polytechnic University of Catalonia
in Barcelona (2003) and held visiting appointments at Xerox PARC (1997) and
Hewlett-Packard Research Laboratory in Palo Alto (2001 and 2004).

He has published over 100 technical papers and was co-author of five books,
including“Performance by Design: computer capacity planning by example” “Ca-
pacity Planning for Web Services: metrics, models, and methods,” “Scaling for
E-business: technologies, models, performance, and capacity planning,” and “Ca-
pacity Planning and Performance Modeling: from mainframes to client-server
systems”, published by Prentice Hall in 2004, 2002, 2000, and 1994, respectively.
He is also a frequent reviewer for a variety of international journals covering
Internet and distributed systems issues, and served on the programme com-
mittees of various international conferences (including the WWW Conference,
ACM-SIGMETRICS, and Performance 2005). He was the program co-chair of
the ACM-WOSP’2004 Conference and will be the general co-chair of ACM-
USENIX IMC 2006 Conference. Almeida serves on the Editorial Board of First
Monday, a multidisciplinary journal on the Internet (www.firstmonday.org).

His research has been funded by the Brazilian Research Council (CNPq),
Brazilian Ministry of Science and Technology, and HP Brazil. Almeida was the
recipient of various prizes, teaching awards, and best paper awards including
an award from Compaq/Brazil for the paper “Characterizing Reference Locality
in the WWW” (with Mark Crovella and Azer Bestavros). He served as the
chairman of the National Board on Graduate Education in Computer Science
in Brazil and as a member of the Computer Science Committee in the Brazilian
Research Council.
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2 Talk Abstract

Performance, around-the-clock availability, and security are the most common
indicators of quality of service on the Web. Management faces a twofold chal-
lenge. On the one hand, it has to meet customer expectations in terms of quality
of service. On the other hand, companies have to keep IT costs under control to
stay competitive. Planning the infrastructure of Web services requires more than
just adding extra hardware or software. It requires more than intuition, ad-hoc
procedures, or rules of thumb. Many possible alternative solutions can be used to
implement a Web service; one has to be able to determine the most cost-effective
system solution. This is where Web Engineering and Capacity Planning tech-
niques come into play. This presentation introduces quantitative capacity plan-
ning techniques and examples for different Web scenarios, showing precisely how
to identify and address performance, availability and security-related problems.



Keynote: Bridging the Gap
Between Requirements and Design

Craig Errey

The Performance Technologies Group Pty Ltd
Sydney, Australia

craige@ptg-global.com

1 Brief Bio

Craig is the Managing Director of The Performance Technologies Group (PTG).
PTG specialises in requirements modelling, high performance user interface de-
sign, usability and accessibility. PTG improves customer experience and business
performance with all technologies – websites, intranets, business applications,
speech recognition systems, interactive voice response, interactive television and
hardware.

PTG placed 64th in the 2004 BRW Fast 100, with an average of 50% growth
per annum, since starting in 1999. PTG currently employs over 20 people with
backgrounds ranging from psychology, computer science, information environ-
ment, marketing, business strategy and human computer interaction.

Craig’s primary role is the research, development and implementation of the
company’s IP and methodologies. His credentials and experience encompass the
disciplines of psychology, HR consulting, change management, and technology.
By aligning business, marketing and customer strategies to website and applica-
tion design, he helps organisations create real and measurable value for people
and business. As a psychologist, he understands the way people think and is
therefore able to create systems that are simple, user-friendly and effective.

Craig has consulted in usability and user interface design for Commonwealth
Bank, Qantas, Vodafone, NSW Department of Commerce, ANZ, Defence, De-
partment of Health and Ageing, IBM, Motorola, National Bank, QBE MM,
Hutchison Telecoms / Orange / 3, NSW RTA, Tourism Australia, Tourism NSW,
Zurich, Telstra, E*trade and Citibank.

Craig holds a Master’s Degree in Organisational Psychology from UNSW, is
a member of the APS and the APS College of Organisational Psychologists, and
is a Registered Psychologist in NSW.

2 Talk Abstract

Despite billions of dollars being spent on IT around the world each year on
business applications, Excel spread sheets continue to be the corporate chewing
gum of choice.

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 5–6, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



6 Craig Errey

IT has failed to consistently and predictably produce the results required of
business. IT has focussed on technical aspects – efficiency, response times, data
base optimisation, network performance, architectures, interoperability and so
on.

The majority of IT projects have experienced one more of the following:

– The technology solution is chosen before the requirements are know,
– The requirements change throughout the project,
– They’re late,
– They don’t deliver what was expected,
– They cost more that expected,
– They don’t work the way people work.

What is needed is a bridge between business, requirements and IT. IT lacks
this ‘blueprint’ to build an application the right way, the first time.

But it’s not just IT’s problem. Craig’s own fields of user interface design
and usability also have significant problems in their methods. There are various
standards, like ISO 9241 (part 11) and ISO 13407:1999) that ultimately describe
what usability is and how to measure it, but there is no systematic process to
move from requirements to design. There is not even an agreed operational def-
inition of usability, other than that used to measure it (efficiency, effectiveness
and satisfaction). This means that if two designers approach the same user in-
terface design process, independently, they will come up with markedly different
designs. This is not what is expected from a ’quality’ process.

Craig will be presenting a basis for a new framework for business IT that
integrates business and user requirements using a blend software engineering,
psychology and design principles to create a precise blueprint that IT can build
from that bridges requirements to design – that is, getting IT right the first time.



Keynote: Google Maps and Browser Support
for Rich Web Applications

Lars Rasmussen

Google
lars@google.com

1 Brief Bio

Lars Eilstrup Rasmussen is a member of Google’s technical staff and the lead en-
gineer of the team that created Google Maps. He currently works out of Google’s
Sydney office and is actively working to expand Google’s engineering presence
in Australia.

Lars holds a Ph.D. in theoretical computer science from the University of
California at Berkeley, which nominated his thesis on approximate counting for
the ACM Doctoral Dissertation Award.

In early 2003, Lars co-founded with his brother Jens Eilstrup Rasmussen a
mapping-related startup, Where 2 Technologies, which was acquired by Google
in October of 2004.

2 Talk Abstract

Lars designed and built the original prototype of Google Maps, which launched
this January as a Google Labs experiment. He will discuss why his team chose a
javascript-heavy approach, the challenges of doing so, and how browsers might
develop in the future to better support rich web applications such as Google
Maps.

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, p. 7, 2005.
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Adding Usability
to Web Engineering Models and Tools

Richard Atterer1 and Albrecht Schmidt2

1 Media Informatics Group
Ludwig-Maximilians-University Munich, Germany

richard.atterer@ifi.lmu.de
2 Embedded Interaction Research Group

Ludwig-Maximilians-University Munich, Germany
albrecht.schmidt@acm.org

Abstract. In this paper, we examine how the task of creating usable
websites can be made more efficient. Models and generation of websites
have been a central issue for Web Engineering over recent years. However,
usability tool integration has not been a primary focus – few usability
validators take advantage of models which describe the website. After a
look at existing tools, we examine how information stored in models can
help to improve validation. Furthermore, we highlight additional prop-
erties which, if present in models, would improve validation quality. We
present the prototype of a model-based usability validator. Given the
presentation model of an existing web page, it verifies a set of guide-
lines. Web Engineering methods need to take usability into account at
many levels. Beyond the extension of models, this requires further semi-
automated and manual steps for user testing.

1 Introduction

A basic demand of any website is that its web application must work in the sense
that it must be possible to use the website for its intended purpose – this is ad-
dressed by research into Web Engineering methods, models and tools. However,
there is also the equally important demand that the web application must be
usable by the visitors of the website. Usability research includes work on sets
of guidelines which help to improve website usability. Additionally, established
procedures like user tests provide information about issues which make a site
difficult to use. In this paper, we build upon existing research results in both of
the above areas. We have analysed state-of-the-art Web Engineering solutions
in previous work [2] and concluded that usability has not been their primary
focus so far. Regarding usability, we have looked at a variety of different sources,
including the W3C’s Web Accessibility Initiative (WAI) and related documents
[9], the Yale Web Style Guide [8] and Jakob Nielsen’s alertbox series [7].

So far, research effort has concentrated either on development of Web
Engineering models (and associated page generation tools) or on usabil-
ity/accessibility validators, despite the fact that the information stored in Web

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 36–41, 2005.
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Engineering models could be very useful to these validators. The main contri-
bution of this work is the analysis of how usability validation of websites can be
improved when abstract information from models is available.

Section 2 of this paper examines the limits inherent in validating HTML
pages without having a model which describes certain properties of these pages.
Section 3 highlights the benefits of model-based usability validation in a system-
atic approach, taking into account presentational, navigational and functional
aspects, and section 4 lists a number of proposed model extensions. After the
presentation of the prototype validator in section 5, section 6 discusses the ben-
efits of combining knowledge from the fields of Web Engineering and usability
research, and presents some areas which should be addressed in future research.

2 Current Usability Validation Approaches

There exists a large number of usability and accessibility guidelines which is
validated by current tools just by analysing the HTML pages, CSS (cascading
style sheets) and other content that can be retrieved from a website.

However, the implementation of checks for these guidelines often suffers from
the problem that no model is available, i.e. no abstract description of certain
properties of the web page (or its parts). This way, the validator either fails
to find certain usability problems in the pages or it outputs too many general
warning messages. For instance, it is straightforward to check given HTML code
for high colour contrast [4] and the use of a limited number of different font faces,
but it is not possible to do this reliably for images which contain a rendered
version of some text, unless a model provides information regarding the text
contained in the image.

As part of our research, we have looked at the following usability and acces-
sibility validators:

• A-Prompt (http://aprompt.snow.utoronto.ca)
• Bobby (http://bobby.watchfire.com)
• EvalIris [1]
• Kwaresmi (http://www.isys.ucl.ac.be/bchi/research/Kwaresmi.htm)
• LIFT (http://www.usablenet.com)
• NAUTICUS (http://giove.cnuce.cnr.it/nauticus/nauticus.html)
• WAVE (http://wave.webaim.org)
• WebTango [5]

None of these tools works with a presentational or navigational model taken
from a Web Engineering solution like UWE [6] or OO-H [3]. Furthermore, none
allows interactive “reverse-engineering” of models from existing web pages, or
annotating them with abstract information like the tool prototype we present in
section 5. Looking at the output of the tools, it becomes clear that the lack of
additional, more abstract information about the pages is a problem: Many tools
output messages which tell the user to perform manual checks for some of the
page content.
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3 Automatic Usability Checking Based on Models

The quality of automated usability tool support can be increased significantly by
taking advantage of the models which are available in current Web Engineering
solutions. For instance, UWE and OO-H both feature navigational models which
provide details on the ways the site is intended to be traversed, and presenta-
tional models which define abstract properties of the page layout – for example,
they allow us to assign meaning to parts of the page layout, like “this is adver-
tisement”. Due to space constraints, this section only gives a few examples of
possible improvements.

3.1 Presentational Aspects

Standard Page Layout. With a model which describes the different page
areas, we can check whether the page design follows one out of a number of
de-facto standards, for example “three columns with header, site name at top,
navigation at left, advertisement at right”. Related to this, it is possible to check
whether the layout of content is consistent across all pages.

Liquid Layout. Using the model, we can easily say which part of the page has
the main content. Consequently, the rule that a page’s width should adjust to
the browser window width can be made more accurate: It is desirable that the
main content’s width increase with the browser window width.

Essential Content. Finally, a tool can alert the user if page areas with certain
content are missing. Content which should normally be present on every page
includes the page creator’s identity, a “last changed” note and a link to the
site’s entry page. Additionally, a complex site’s main page will benefit from the
presence of a search facility, a “news”-style list of recently updated site content,
and other similar items.

3.2 Navigational and Functional Aspects

Navigation Paths. A model-based tool can analyse the possible navigation
paths of the site in a variety of ways. For instance, the click distance between
arbitrary pages can be calculated. The web developer can subsequently specify
e.g. “there should only be 3 clicks from the product view to the final ‘thank you
for buying’ message”.

Interaction Patterns. The models of current Web Engineering solutions fea-
ture support for certain patterns, such as a “guided tour”, i.e. a series of pages
connected with “previous” and “next” buttons. It is possible to offer tool sup-
port for automatic recognition of such patterns, e.g. by looking for sequential
steps in the model’s activity diagrams. This way, it is ensured that typical ways
of interacting with a site use appropriate, established interaction patterns.

Intended Audience. The model for a website could specify properties of the
site’s intended audience. For instance, the audience can be assigned a “literacy”
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value, ranging from “children” to “academic person”. An automated check can
subsequently warn about site content which exceeds the target audience’s vocab-
ulary. Another example is the audience’s type of Internet access – if it is slow,
the pages must not contain too many large graphics.

4 Extending Web Engineering Models

If attributes related to usability are included in the Web Engineering models,
this will allow tools to increase usability automatically or to warn the developer
when certain guidelines are violated. We recommend that the following selection
of attributes be included in Web Engineering models:

• Timing
• Overall contact time of a user with the site?
• Contact time per visit?
• How long will the user need for the main tasks?
• What is the maximum time for delivery of a page?

• Purpose of the site
• What is the main objective of the web site?
• What information and navigation complexity is desired?
• Is the page mainly sensational, educational, or informational?

• Target group, anticipated user
• What is the main user group?
• Age distribution of the anticipated users.
• Computer related skill level of potential users?
• What infrastructure (e.g. computer type, connection speed) do potential

users have?

Timing, site purpose and target group are central to many of the usability
issues raised. The concrete attributes in these categories may vary depending on
the models and Web Engineering system.

5 Prototype of a Model-Based Usability Validator

The implemented prototype of a model-based usability validator demonstrates
some of the ideas presented in this paper. The most obvious difference from
other validators is that the input to the program does not solely consist of a web
page (or its URL), but that additional information about the page needs to be
provided.

Like the majority of the other available validators, the tool is a server-side
program with a web interface. The tool illustrates two concepts: The reverse-
engineering of a (simplified) presentation model from a finished web page, and
automated usability validation using that page model.

After the user has supplied the URL of a web page, she or he is presented
with a version of the page with some added controls (shown in figure 1). These
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Fig. 1. Selection of a page area (highlighted) and classification as “main content” using
the prototype usability validation tool

controls allow the selection of regions of the page layout if it is based on HTML
tables. Having selected a region, the user can assign a content type to it, for
instance “main content”, “navigation” or “advertising”. After some or all parts
of the page have been annotated, the tool can perform a number of tests and
output a result screen which alerts the user to problems with the web page.

6 Discussion and Conclusion

How Usability Can Benefit from Web Engineering. It may be argued
that automatic checks are not equivalent to what a suitably trained expert could
achieve. Replacing the usability expert in the process is not the aim of our re-
search. However, we believe that the addition of “usability support” to Web
Engineering solutions would lead to improved usability for websites because oth-
erwise, in practice no measures which improve usability would be employed.

Today, general interest by web developers in usability is not as high as it
should be. However, if the tools used by a developer “get it right” by default
and require specific actions to override these defaults, the quality of the results
will be significantly enhanced – an effect which has already been observed with
GUI editors.

With support built into the tools, the resulting web pages are consistent by
default, and the automatic checks inherent in the process provide feedback about
usability-related problems, with only little extra effort by the developer.

How Web Engineering Can Benefit from Usability Methods. For the
architects of Web Engineering solutions, the models are one of the most impor-
tant aspects in their work: On one hand, the more properties the models define
for web pages and entire websites, the more powerful the respective tool support
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can be. On the other hand, more detailed models also result in more work for
the web developer who needs to create them. It tends to be difficult to find the
right balance between automatability and simple modelling.

With our work, we hope to provide a basis for further enhancements to
Web Engineering tools and models. We show that additional information in the
models will lead to better usability in the final website. This way, we hope that
this paper will assist Web Engineering architects in deciding where extensions
to their models make sense.

All in all, the bar for Web Engineering is raised not only to allow the creation
of functional websites, but also the creation of easy-to-use ones.

Further Work. In our current and future work, we concentrate on tool support
for improving usability in the context of Web Engineering, and investigate how
a user centred design process can be combined with a Web Engineering process.
This includes extensions to models and requires new steps in the development
process. This paper is only one of the first steps in this direction; apart from
implementing prototypes for model-supported usability validation, it must be
evaluated in practice whether the proposed solutions result in better usability.
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Abstract. Fast and reliable development of Web Applications (WA) calls for
methods that address systematic design, and tools that cover all the aspects of
the design process and complement the current implementation technologies. To
ensure the reliability of WA it is important that they be validated and verified at
early design phase. We focus on black-box, automated verification of the UML
design of a WA using Model Checking techniques.

1 Introduction

Web Applications (WA) are a class of software systems that support a wide range of
important activities, ranging from business functions to scientific and medical appli-
cations. The evolution speed of such applications makes Web Engineering a complex
activity whose strategies are still being developed. The development of WA needs both
methods and formalisms that address systematic design, and tools that can cover all the
aspects of the design process and complement the current implementation technologies.
Given the relevance of the activities performed by WA, it is important to ensure their
reliability through a validation and verification process. Particularly, we consider the
design phase and propose a method for checking the correctness of the UML design.

We choose for our purpose the Model Checking method [1] a technique for sound
and complete reasoning about finite-state transition systems, that performs an auto-
mated verification of a system model with respect to its specification. Specifications are
expressed in a logical formalism, generally a logic within a temporal framework.

The main advantage of model checking is that it can be performed automatically
unlike test and other formal methods that need user interaction.

Several verification tools have been developed for system analysis based on different
formal models. In our proposal we use Symbolic Model Verifier (SMV )[10].

First of all, we propose a mathematical model of a WA partitioning the usual Kripke
structure into windows, links, pages and actions. Then we specify properties to be
checked in a temporal logic, Computation Tree Logic (CTL). Verification is performed
adapting the SMV model checker to our formalism.

An implemented system embeds a parser to perform the automated parsing of the
XMI output of the UML tool and to automatically build the SMV model to be verified
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with respect to specifications. The remaining of the paper is organized as follows: in
Section 2 we describe the model we propose for web applications and the properties
to be verified. Section 3 describes the evaluation environment and the implemented
system. In the last Section we describe some related works and the conclusion.

2 Proposed Model

The complexity of the hypertextual structure of the Web cannot be modelled using a
simple graph structure in which nodes represent pages and arcs represent hyperlinks. In
fact, the widespread use of frames, while controversial, makes a window be composed
by several pages. Moreover, new implementation technologies such as scripts, servlets,
applets add dynamic properties to web pages. Hence, links can lead to a new window
or start an action inside a dynamic page. It is required a more compact and powerful
model to convey the complexity of the linked page, the hierarchy of windows, the type
of different media linked to web pages, the actions that can be performed.

We propose a mathematical model of a WA based on an extension of the simple
graph generally adopted to model the pages and the links between pages. The main
advantage of the model is that it is also a support for the formal verification of a WA
properties. In previous papers [13], [12] we proposed a model for automatic check of
web applications. Here we extend the model with the possibility to represent actions
performed in a page.

More specifically, we propose an extension of the Kripke structure generally used
to convey the semantics of CTL . The model is translated in a proper CTL model. States
in the model are windows, pages, links and actions since a state in the model represents
everything is visible in an observation.

Definition 1. A Web Application Graph (WAG) is a graph G = (N, C) where nodes N
are divided as N = W ∪ P ∪ L ∪ A (Windows, Pages, Links and Actions), such that

1. W, P, L, A are pairwise disjoint, i.e. W ∩P = ∅, W ∩L = ∅ W ∩A = ∅ L∩P = ∅
L ∩ A = ∅ P ∩ A = ∅ and

2. arcs connect only windows with pages, pages with links or actions, links with win-
dows and actions with windows, i.e. C ⊆ (W×P )∪(P ×(L∪A))∪((L∪A)×W );

3. ∀w ∈ W∃p ∈ P : (w, p) ∈ C ”Every window contains at least one page”;
4. ∀x ∈ (L ∪ A)∃w ∈ W : (x, w) ∈ C ”Every link points to a window and every

action creates a window”.

Definition 2. A navigation path is a sequence w1w2 . . . wn where ∀1 < i < n − 1

∃p ∈ P∃x ∈ (L ∪ A) : wi → p ∧ p → x ∧ x → wi+1

Modeling a WAG in CTL Computation Tree Logic can be used to express and
verify properties of the above Web Application Graph, if nodes of the graph are taken
as states and arcs as state transitions. It is sufficient to reserve four propositional letters
w, p, l, a to distinguish nodes modeling windows, pages, links and actions respectively.
Then a correct translator will assign exactly one letter among w, p, l, a to each state, and
enforce that transitions occur only from windows to pages they contain, from pages to
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links they contain or actions they perform, and from links or actions to the next window.
Incidentally, we note that such conditions could also be verified in the WAG by checking
the following CTL formulas (where numbers correspond with those in Definition 1):

– AG((w ∨ p ∨ l ∨ a) ∧ (¬w ∨ ¬p) ∧ (¬w ∨ ¬l) ∧ (¬w ∨ ¬a) ∧ (¬p ∨ ¬a) ∧
∧ (¬p ∨ ¬l) ∧ (¬p ∨ ¬a) ∧ (¬l ∨ ¬a))

– AG(w ⇒ AXp ∧ p ⇒ AX(l ∨ a) ∧ l ⇒ AXw ∧ a ⇒ AXw)

We stress the fact that the original transitions in the WA are from a window to
another window, and these transitions are kept in our state model. The transitions from
a window to pages they contain, and from pages to links and actions pages contain, are
only a technical way to model frames and security properties.

Many interesting properties can be checked if other propositional letters are used
to capture the relevant content of windows, pages, links or action. For instance we can
introduce the following letters: 1) private denotes that a window or a page contains
private information; 2) login, logout denote that an action is a login or a logout action;
3) error denotes that a page contains an error message.

In our model we have to check that these letters are used correctly with the following
CTL specification:

1. private is applicable only to pages or windows, so it is not applicable to links or
actions: AG(l ∨ a ⇒ ¬private)

2. login and logout are applicable only to actions: AG(w∨p∨l ⇒ ¬login∧¬logout)
3. error is applicable only to pages: AG(w ∨ l ∨ a ⇒ ¬error)
4. a private window must contain at least one private page:

AG(w ∧ private ⇒ EX(private))
5. a not private window must not contain private pages:

AG(w ∧ ¬private ⇒ AX(¬private))

Using these propositions we can check some interesting properties of a web application
design. For example we can check whether the access to private page occurs through a
login, hence whether it is correct:

6. we must find some private information after a login action:
AG(login ⇒ EF (private))

7. after a login action we can make a logout action in the future or the application must
manage a login error and it must be possible to make a login again: AG(login ⇒
AG(w ⇒ EX((EXlogout) ∨ error) ∨ EFlogin)

8. after a logout action we can load only not private pages before a new login:
AG(logout ⇒ A(¬privateUlogin))

9. the homepage must verify the following property: A(¬privateUlogin)

Another property of web application design concerns the error management; we can
check the web application behavior when an error occurs. For instance:

10. for every not logout action the web application must manage eventually an error
page: AG(a ∧ ¬logout ⇒ EXEXerror))

11. the user must repeat the login action when an error occurs:
AG(error ⇒ A(¬privateUlogin))
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Fig. 1. UML model of the checked web application design

Definition 3 (Verifying a Web Application). Given a WAG G modeling a web appli-
cation, an initial state s and a property p, the web application verifies p iff p holds for
s in G.

A deployed implementation of our approach will embed inside an automatic verifier for
CTL ; however, for building a prototype showing the feasibility of the approach, the
verification phase may be also performed using an available tool, such as SMV . In this
case, the verification process consists in expressing the Web Application Graph in the
SMV input language – also with the help of parametric modules – and then launch the
verification.

3 Evaluation Environment

The method we propose is made up of two phases: the fist one is the check of a web
application during the design phase based on its UML model. In a second step the check
will be extended to the web application implementation.

In the first step, we use the UML design of the application developed according to
the methodologies proposed by Conallen [2]. In the UML diagram, the components of
an application are labelled with the proper properties, e.g. login, logout, private, error
in order to perform the translation in the SMV model. An implemented system embeds
the SMV verifier to check the model with respect to the specifications described in
Section 2.

Our system automatically translates the output (in XMI format) of the UML tool
used for the design in the SMV code that models the corresponding WAG. To show the
rationale of the approach, let us consider the UML design model in Figure 1. Figure 2
shows the corresponding WAG, in which the dotted lines represent the modifications on
the model after verification.

The model was checked against the specifications described in Section 2. Verifi-
cation found several faults in the model. First of all, in the WAG did not exist a state
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Fig. 2. WAG corresponding to the UML model shown in Figure 1

labelled with the private property, hence the property 6 in previous section was not sat-
isfied. Besides, after a login it should be possible to perform a logout action, the model
checker verified the absence of a logout state in the WAG, through the specification 7
that was not verified. To solve the encountered problem, it was necessary to introduce a
logout action linked to a page. Other specifications were not verified as, for example the
specification concerning the login action (property 8 in the previous section) because
of the absence of a link to the HomepageW that could enable to follow a link to a login
action. Finally, the model had to be modified in order to satisfy the properties 4 and 11
concerning the error management. After a logout it must be possible to login again, so
the model checker system found the absence of an arc to connect the logout state to the
HomepageW.

4 Related Work

To the best of our knowledge only few works have considered web application analysis;
anyway most of them are not based on a formal method approach. We briefly describe
the more relevant proposals. Some approaches consider the web similar to a database,
hence propose conceptual models of its structure; more recent approaches focus on web
applications under a web engineering point of view. A complete review of all the model-
ing techniques is in [8]. HDM [6] is one of the first model-driven design of hypermedia
applications; successive proposals are RMM[15], Strudel [9], Araneus[11] they all build
on the HDM model, and support specific navigation constructs. Conallen [2] proposes a
UML-based methodology. The main advantage of the method is the possibility to repre-
sent all the component of a web application using standard UML notations. The method
proposed in [7] is based on a UML model of WA and considers the testing and valida-
tion of the developed web system. In [5] the method proposes web application analysis
based on queue models. Finally, in [4] the proposed method aims to verify the correct
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use of duplicated pages inside a web constructed using HTML language and ASP code.
Once again the method does not consider a formal approach. On the other hand, model
checking based on a μ − calculus language has been used in [3]. The approach does
not consider the analysis of dynamic pages. Anyway the model of the web they con-
sider is a graph in which states are pages and transitions between states are hyperlinks
in the pages, hence hyperlinks cannot be qualified by properties as we do. Previous ap-
proaches considered in [14] propose automata to describe the structure of the links in a
hypertext and define a branching temporal logic (hypertext logic) HTL to describe the
sequence of transitions between states in the automata. The logic is used to verify the
propositions of the temporal logic, but again dynamic pages are not considered.
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Abstract. Conceptual modelling is a promising approach for Web ap-
plication development, thanks to innovative CASE tools that can trans-
form high-level specifications into executable code. So far, the impact of
conceptual modelling has been evaluated mostly on analysis and design.
This paper addresses its influence on testing, one of the most important
and effort-consuming phases, by investigating how the traditional no-
tions of testing carry over to the problem of verifying the correctness of
Web applications produced by model-driven code generators. The paper
examines an industrial case study carried out in a software factory where
code generators are produced for a commercial Web CASE tool.

1 Introduction

Web application testing is a challenging but scarcely investigated subject in
the Web Engineering community. In the state of the practice, Web application
developers still use a “code and fix” approach to software verification, rather
than a systematic and tool-supported method. This situation is the combined
result of many factors: Web applications are multi-tiered systems and testing
requires different procedures for each tier; developers use multiple languages
(e.g., SQL, Java, XSLT, HTML), which hampers a unified testing paradigm; the
runtime environment (e.g., the browser) cannot be fully controlled and often
behaves differently in different products.

In recent years, conceptual modelling has been used to tackle such a complex-
ity. The core idea is that applications are specified by using a high-level visual
notation and the implementation code is automatically generated from design
models. The benefits of conceptual modelling have been extensively studied in
the upper phases of the development process. Little is known on the impact of
conceptual modelling on the testing phase.

This paper tries to overcome this limitation and investigates the relationship
between conceptual modelling and testing. As automatic code generation sub-
stitutes manual coding, the focus of testing shifts from verifying individual Web
applications to testing the Web code generator; the latter objective lends itself
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to systematic treatment and potentially yields far-reaching benefits, because the
results of testing the code generator affect the development of multiple applica-
tions.

With model-driven development, the activity of testing a specific Web appli-
cation splits into two sub-tasks: schema validation and code generator validation.
The former assesses whether the application’s conceptual schema1 is correct with
respect to the application requirements and adheres to the syntax and semantics
of the chosen Web modelling language. The latter aims at evaluating whether the
code generator maps all correct conceptual schemas into correct implementations
on all platforms2. While the former activity must be performed for every individ-
ual application, the latter can be done only once for each deployment platform.

Schema validation requires non-trivial human expertise. However, various
techniques, like rapid prototyping [1], model verification [2], and usage analysis
[3], may alleviate such a task. Furthermore, schema validation is technology-
independent and thus can be addressed also by domain experts.

The validation of the code generator is the novel problem addressed in this
paper. The intuition behind our work is that if one could ensure that the code
generator produces a correct implementation for all legal and meaningful con-
ceptual schemas (i.e., combinations of modelling constructs), then testing Web
applications would reduce to the more treatable problem of schema validation.

The contribution of the paper is twofold. On the theoretical side, we propose
a novel formalization of the problem of testing Web code generators as an in-
stance of ordinary black-box testing where test data generation is based on the
grammar of a graphical conceptual modeling language (WebML). Testing con-
fidence is expressed by a notion of syntactic coverage, and is characterized by
three different classes of coverage (rule, edge, and path) with increasing power
and complexity.

From the practical standpoint, the theoretical results were applied to a real
scenario. We analyzed the testing process of the code generator produced by the
WebRatio CASE tool company (http://www.webratio.com), which maps spec-
ifications in the WebML language [1] into code for the J2EE architecture. In
the WebRatio software factory, each release of the code generator is tested by
automatically running 38 test cases constructed manually by developers in the
last four years. Such tests are repeated for all the platforms on which WebRatio
applications are certified. We analyzed the empirical test cases used by WebRa-
tio, quantified the associated testing confidence, and identified the minimal test
set under the three formal notions of coverage. We also considered 46 concep-
tual schemas of real applications developed by WebRatio and its partners and
recomputed coverage measures with respect to the fragment of WebML that is
actually used in real-world applications. This re-evaluation reinforced the testing
confidence in the empirically developed test cases.

1 From now on, we use the more precise term schema to denote the design specification
of a particular application encoded in a given Web modelling language

2 By platform we mean a specific mix of products for running a Web application at
all the involved tiers
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All the described experiments were conducted using a prototype visual cov-
erage tool developed in Java.

Although applied to WebML, it is important to stress that all the results
are independent of the chosen modelling language and technological setting.
Any Web modelling language expressible by means of a formal grammar and
equipped with a code generator could be used.

2 Background on WebML and Testing

WebML [1] is a conceptual language originally conceived for specifying Web ap-
plications developed on top of database content described using the E-R model.

A WebML schema consists of one or more hypertexts (called site views),
expressing the Web interface used to publish or manipulate the data specified in
the underlying E-R schema.

A site view is a graph of pages to be presented on the Web. Pages enclose
content units, representing components for publishing content in the page (e.g.,
indexes listing items from which the user may select a particular object, details
of a single object, entry forms, and so on); content units may have a selector,
which is a predicate identifying the entity instances to be extracted from the
underlying database and displayed by the unit. Pages and units can be connected
with links to express a variety of navigation effects and to provide the necessary
parameters passing from one unit to another one. Figure 1 shows a WebML
hypertext specification and its possible rendition in HTML.

Fig. 1. Example of WebML hypertext and a possible rendition in HTML

The hypertext contains one page (called Input Page), with two units. An
entry unit (KeyWordEntry) represents a data entry form and a multidata unit
(AlbumMultidata) displays all the instances of entity Album whose titles contain
the submitted keyword. The link from the entry unit to the multidata unit is
rendered as the submit button, which transports the string inserted by the user
as a parameter to be used in the computation of the selector condition ([Title
contains Keyword]) of the multidata unit.

In addition to content publishing, WebML allows the specification of oper-
ations, like Web Service invocation or the update of content, possibly wrapped
inside atomic transactions. Basic data update operations are: the creation, mod-
ification and deletion of instances of an entity, or the creation and deletion of
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Fig. 2. Example of WebML hypertext with operations and a possible rendition in
HTML

instances of a relationship. Operations do not display data and are placed outside
the pages; user-defined operations can be specified, such as sending an e-mail,
logging in and out, e-paying for something, and so on. Figure 2 shows a WebML
hypertext specification including operation units and its possible rendition.

The hypertext contains one page (ArtistCreation) with an entry unit (Artis-
tEntry), whereby the user can enter the details of a new artist. Navigating the
output link of the entry unit triggers a create operation (CreateArtist) unit,
which inserts a new artist into the database. If the operation succeeds, its out-
put link OK is followed, which displays a page (CreationResults) with the details
of the new artist. Otherwise, page ArtistCreation is redisplayed.

In addition to the visual notation, WebML has a formal syntax, encoded in
XML. As an example, the following fragment of the WebML DTD shows the
syntactical structure of a site view construct.

<!ELEMENT SITEVIEW (OPERATIONUNITS, TRANSACTION*, AREA*, PAGE*,

GLOBALPARAMETER*, PROPERTY*, COMMENT?)>

<!ATTLIST SITEVIEW

id ID #REQUIRED

name CDATA #IMPLIED

homePage IDREF #IMPLIED
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protected (yes|no) "no"

secure (yes|no) "no"

localize (yes|no) "no"

presentation:style-sheet CDATA #IMPLIED

presentation:page-layout CDATA #IMPLIED

graphmetadata:go IDREF #IMPLIED

>

The expressive power of WebML stems primarily from its capability of com-
bining a few elementary concepts in multiple ways to obtain a variety of effects.
As we will see, assessing the coverage of testing with respect to all the “mean-
ingful” combinations of concepts is an essential goal of our work.

WebML is implemented in WebRatio, a commercial CASE tool for designing
data-centric Web applications.

The architecture of WebRatio (shown in Figure 3) consists of two layers: a
WebML Design Layer, providing functions for the visual editing of specifications,
and a Runtime Support Layer, implementing the basic services for executing
WebML units on top of a standard Web application framework.

Fig. 3. Architecture of WebRatio

The design layer includes graphical user interfaces for data and hypertext de-
sign, which produce an internal representation in XML of the WebML schemas;
a second module (called Data Mapping Module) maps the entities and relation-
ships of the conceptual data schema to one or more physical data sources, which
can be either created by the tool or pre-existing. A third module for Presentation
Design allows the designer to create XSL style sheets from XHTML mockups,
associate XSL styles with WebML pages, and organize page layout by arranging
the relative positions of content units in each page.

The architecture is completed by the WebRatio Code Generator, which
exploits XSL transformations to translate the XML specifications visually edited
in the design layer into application code executable on top of any platform
conforming to the J2EE specifications.
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2.1 Software Testing

Testing a program [4] entails running it with a number of input data and checking
whether it behaves as expected. Formally, if P denotes a program under test and
D its input domain (i.e., the set of all data that can be supplied to P ), given a
particular d ∈ D, P is correct for d if its corresponding output, P (d), satisfies
P ’s specifications. Each element d ∈ D is said to be a test case3 and a test
set is a finite set of test data. In general, the only way to achieve absolute
certainty about the correctness of P is exhaustive testing, that is testing ∀d ∈ D.
Obviously, such testing is almost never possible in practice, due to the unwieldy
(if not infinite) number of possible inputs, and thus the selection of the actual
test set becomes fundamental to assess the correctness of the program. To this
end, one can envisage different testing criteria, for generating the test set S ⊆ D
and probing the correctness of P , and coverage measures, for evaluating how
thoroughly S can test P . Coverage can be taken as a quantitative measure
of testing confidence: the broader the coverage, the more extensive the testing
process and thus the confidence on the tested program.

In test data selection, white-box testing uses information about the internal
structure of the program for selecting test cases, whereas black-box testing (also
called functional testing) only considers the program’s functionality and tries to
exercise it. In this latter case, test data generation can be facilitated, and even
automated, if it is possible to represent the program’s behavior – or at least its
inputs – in a formal way. This is the case of syntax-driven testing [5], which
uses the grammar that describes the input domain D to select the test data. A
complete coverage of the program input is reached if the test data cover all the
grammar’s productions, i.e., if the creation of the test data through the grammar
requires that each production be applied at least once.

The number of used productions is captured by the concept of rule cover-
age [6], which defines the percentage of grammar productions (rules) applied for
deriving the test data. However, rule coverage is insufficient to characterize the
quality of the selected test set, because all test data that contain a given type of
input elements are considered equivalent, irrespective of the context in which the
element appears. Lämmel [6] overcomes this limitations by introducing a sub-
tler coverage measure, called context-dependent rule coverage, which takes into
account the context in which a rule is covered. Intuitively, two input data are
not considered equivalent if they exercise the same production, but in different
combinations with the other rules of the grammar.

Besides selecting “smart” test data, testing also needs a means to evaluate
the correctness of program executions. The so-called oracle defines a mechanism
for verifying that the outputs obtained by executing the program with the test
data actually comply with the program specification. Implementing the oracle
is often one of the most demanding tasks of the whole testing process.
3 In this paper, we do not distinguish between test case and test datum and we use

them as synonyms
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3 Testing the Web Application Generator

In this section, we bind the concepts of testing theory to their counterparts in
the realm of testing Web code generators, using the WebRatio code generator as
running case. We propose a black-box approach based on the formal grammar
of WebML. We did not start with a white-box approach because of its intrinsic
costs and the need for suitable tools to instrument the different parts of the
generator. White-box techniques are the natural complement to our approach
and are part of our future work.

The program under test P corresponds to the WebRatio code generator and
its input domain D is the set of all possible application schemas, i.e., the set of
all valid sentences in the WebML syntax exemplified in Section 2.

An input datum d is a specific WebML schema (an XML file, that comes
from the translation of the graphical representation of the model). For example,
the following fragment of XML code is a simplified version of the ArtistCreation
test case and shows the typical structure of our input data.

<SITEVIEW id="sv1" [...]>

<PAGE id="page1" name="ArtistCreationPage">

<ENTRYUNIT id="enu1" name="ArtistEntry">

<LINK id="ln1" to="cru1">

<LINKPARAMETER id="par1" source="fld1" target="cru1.att2"/>

<LINKPARAMETER id="par2" source="fld2" target="cru1.att3"/>

</LINK>

<FIELD id="fld1" name="FName"/> <FIELD id="fld2" name="LName"/>

</ENTRYUNIT>

</PAGE>

<OPERATIONUNITS>

<CREATEUNIT entity="ent1" id="cru1" name="CreateArtist">

<KO-LINK id="kln1" to="page1"/> <OK-LINK id="oln1" to="dau1"/>

</CREATEUNIT>

</OPERATIONUNITS>

<PAGE id="page2" name="CreationResultsPage">

<DATAUNIT entity="ent1" id="dau1" name="ArtistDetail"/>

</PAGE>

</SITEVIEW>

A test set S is a set of such schemas. In the experimentation, the test set
comprises the 38 WebML schemas used in the WebRatio factory. To give an
idea, the first group of test schemas contains cases developed to verify the core
features of WebML. Other test schemas derive from the addition of new features
to the tool or to the language. Finally, the verification of some bug introduced
a number of ad-hoc test cases.

The output of the tested program P is a Web application a = P (d), and
the oracle used to verify the output is any program capable of deciding whether
the application a conforms to P , that is, whether it implements the schema
d correctly. In the experimentation, the output is a Web application for the
J2EE platform automatically produced by the WebRatio code generator from
a WebML schema; for testing purposes, such an application is associated with
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a fixed-content data source. The oracle is a program that runs an input script
representing a significant user navigation of the generated application; the ora-
cle checks XPath logical expressions on the HTML code returned by the Web
server. If any XPath expression evaluates to false, the test succeeds, otherwise
the code generator is considered to behave correctly with respect to the supplied
test schema4. Intuitively, each oracle navigates the Web application and verifies
whether the displayed pages comprise the expected content. The investigation
of the oracle problem is well beyond the scope of the paper.

3.1 Setting Up the Experimentation

In the ideal world, testing the code generator would require inventing all possible
conceptual schemas, generating the corresponding applications, and checking
them with the oracle. Since an exhaustive testing is inherently infeasible, the
testing problem has been reformulated as that of quantitatively assessing the
degree of confidence with respect to a given test set S by following a syntax-
driven approach. In this scenario, the testing problem can be summarized by the
following questions:

– What fraction of the WebML language is covered by the test set?
– What is the minimal subset of the test set sufficient for achieving the same

coverage as the whole set?
– How does the coverage change if one considers only the fragment of the

WebML language “used in practice”?

Syntax-driven testing applied to Web code generation requires that each non-
terminal symbol in the WebML grammar (i.e. each possible WebML primitive)
be used at least once by some test in the test set. The WebML grammar is
context-free and each rule (production) models a single WebML construct (e.g.,
page, unit, link). The grammar is rendered graphically by means of a Direct
Occurrence Graph (DOG) to highlight the dependencies between rules (explained
later) and the usages by the different test cases.

The DOG is a graph built by representing grammar productions as nodes
and their relations as edges. For example, two productions p1 := A → B and
p2 := B → C are connected by a directed edge from p1 to p2 because the right-
hand side of p1 contains an occurrence of the non terminal symbol expanded by
p2. Direct occurrence relationships generate possibly cyclic graphs.

When applied to the WebML grammar, the DOG shows all the possible uses
of each WebML construct with respect to the other primitives of the language.
For example, Figure 4 shows the representation of the SITEVIEW element,
displayed in the Java tool developed for supporting coverage analysis. We report,
as example, the grammar production for element SITEVIEW (generated from
element SITEVIEW of the DTD fragment shown above).

4 In testing theory, a test succeeds if it reveals a failure
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SITEVIEW -> OPERATIONUNITS, TRANSACTION*, AREA*, PAGE*,

GLOBALPARAMETER*, PROPERTY*, COMMENT?, <SITEVIEW@id>, <SITEVIEW@name>?,

<SITEVIEW@homePage>?, <SITEVIEW@protected>, <SITEVIEW@secure>,

<SITEVIEW@localize>, <SITEVIEW@presentation:style-sheet>?,

<SITEVIEW@presentation:page-layout>?, <SITEVIEW@graphmetadata:go>?

The upper part of the graph shows two incoming edges: the SITEVIEW can
be contained in a NAVIGATION element or be referenced by the siteView at-
tribute of a LOGOUTUNIT. The lower part of the graph shows outgoing edges,
i.e., the elements “used” by the SITEVIEW construct. Proceeding counterclock-
wise, we encounter the DTD elements nested inside the SITEVIEW element
(in white), the homePage attribute (referencing a PAGE element), the textual
attributes (in grey), and the enumeration attributes (in light gray). The DOG
visualization tool is used to visually present the coverage of the WebML gram-
mar provided by a given test set by decorating and annotating the nodes and
edges of the graph. The three kinds of coverage measures that we are going to
introduce (and that our tool calculates) mirror the concepts of statement, branch
and path coverage, usually used in testing source code.

Fig. 4. An example of Direct Occurrence Graph

Rule Coverage. The simplest measure of the confidence provided by a test
set can be obtained by assessing the percentage of the WebML grammar rules
covered by the WebML schemas in the test cases. We call this measure rule
coverage. Despite its simplicity, rule coverage analysis can already return impor-
tant information, i.e., the set of elements of the conceptual model that are never
used during the testing session, thus giving the first guidelines for improving the
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completeness of the test set. The processing of the WebML syntax led to a DOG
with 528 nodes. The WebRatio test set induced a node coverage of 89.2%, thus
highlighting the presence of 58 untested nodes (6 constructs and 52 attribute
values). By manually inspecting the uncovered nodes with the DOG navigator,
the WebRatio staff recognized the absence of test cases for a few, scarcely used,
features of the WebML language. Minimality analysis revealed that a subset
composed of 9 out of 38 test cases would provide the same rule coverage per-
centage. This result conflicted with the empirical evidence of the usefulness of
the remaining 29 test cases, which prompted us to define more precise coverage
measures.

Edge Coverage. To make coverage more precise, we took into account the
context in which a WebML construct is used, by considering not only the nodes
of the DOG, but also its edges. Intuitively, an edge from construct A to construct
B represents the usage of B in the context of A. Therefore, a different edge (say
C → B) may represent a different usage of the same construct B in another
context. For instance, the WebML construct PAGE can be used in a variety of
ways: nested in a site view, in an area, or as a sub-page of a page. All these
situations correspond to different DOG edges. This notion of context is crucial
in any real modelling language, where the same primitive can be combined in
multiple ways. We call the percentage of covered edges in the DOG edge coverage.
Covering each edge means building a test set that uses each pair of language
constructs in all legal combinations (i.e. combinations permitted by the WebML
DTD specification). This criterion is nearly equivalent to Lämmel’s context-
dependent rule coverage. The DOG used in our experiment had 984 edges. The
complete test set induces an edge coverage of 76.93%, thus showing the intrinsic
significance of the empirical test set, which was designed without any systematic
method for quantitatively assessing confidence. Minimality analysis showed that
there are 4 equivalent test sets that provide the same 76.93% coverage measure.
Each minimal set contains 16 Web applications. Thus, regardless of the specific
minimal set chosen, edge coverage is not sufficient to justify the remaining 22
test applications, which prompted us for further investigation. Edge coverage
analysis also pointed out a significant overlap of test cases because several test
schemas, taken alone, cover about 500 edges out of 984. Furthermore, the results
of the analysis supported the systematic addition of new test cases. The edge
coverage percentage was easily improved by designing a few test cases for the
uncovered edges, also reducing the overlaps among test schemas.

Path Coverage. As a final evaluation, we considered an additional coverage
measure to investigate not only relations between pairs of concepts, but also
possible combinations of groups of WebML constructs, because the designers’
experience suggested that the subtlest errors originate from unexpected complex
interactions of multiple language concepts. The path coverage measure addresses
this issue. It is defined as the percentage of paths covered in the DOG. Covering
all paths intuitively means that the test set exercises each construct in all its
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legal combinations with all the other constructs. 100% path coverage is clearly
an infeasible requirement in most practical cases, even after breaking cycles.
Nevertheless we discovered interesting information on the effectiveness of the
test set. In the experimentation, our tool calculated more than 12 million legal
paths, of which the test set exercises less than 1%. Minimality analysis was more
revealing. With the help of our software tool, we identified one redundant test
schema, which could be removed from the test set safely, and 6 test schemas
that contribute a very low number of new paths to the coverage. Although
theoretically speaking the latter test cases cannot be removed from the test set
in a totally safe way, their contribution is marginal, as they are almost totally
overlapping with other cases. This is an example of the optimization guidelines
provided by the path coverage analysis to the developers of the testing set. It
is much more important to evaluate the inadequacy of a given test case, rather
than demonstrating its adequacy.

3.2 Baseline Definition with Real Web Applications

To improve the coverage figures, we evaluated the hypothesis that only a subset
of all possible WebML paths is exercised by real developers. We focused on
46 real-world Web applications generated with WebRatio and performed the
analysis on a reduced DOG comprising only the paths actually included in such
applications. This path coverage measurement over the reduced DOG better
assesses the impact of testing on real-world Web development. Path coverage
jumped to a reasonable 33.43% on the reduced DOG, which strongly increases
the confidence on the test set manually crafted by WebRatio developers, who
probably know well which parts of the language are actually used in practice.
We also determined that each real-world Web application was covered by the
test cases for an average of 50.08%, with values ranging from 41.51% to 54.74%.

Real-world path coverage can also be used for assessing the necessity of each
test case. We found that 3 of the 6 test cases with low path coverage contribution
do not exercise any new path in the real-world subset, so they appear superfluous
also with respect to the real-world usage of WebML.

3.3 Limits of Grammar-Based Systematic Testing

The experimentation also revealed some interesting limits of grammar-based
testing. The evaluation cannot be applied to lexical errors, e.g., those errors
that depend on particular formats of string values. For example, grammar-based
testing does not uncover bugs caused by character encoding, multi-word fields,
or the interpretation of special characters. Such lexical errors must be addressed
by a specific group of tests.

4 Conclusions and Future Work

In this paper we have addressed the problem of systematically testing Web appli-
cations in the model-driven scenario, where testing splits into schema verification
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and code generator verification. We have provided both the formal underpinning
of code generator testing and the results of an in-depth experimentation.

To the best of our knowledge, our study is the first formal investigation of
testing in a model&generate Web development environment. Systematic testing
has already been applied to schema validation by Ricca and Tonella [7] by repre-
senting the structure of the single Web application with an ad-hoc UML schema.
Others [8] follow the same approach with different representations. Further ex-
perimental work is ongoing, to reach complete path coverage for the core paths
of WebML and for the paths statistically more significant in real-world appli-
cations. Slight extensions of the implemented tools will enable the quantitative
assessment of the testing confidence of individual Web applications, starting
from their conceptual model and test sets defined during requirements analysis.

From the theoretical viewpoint, a promising research direction is the quan-
titative evaluation of the relation between the generator’s correctness measures
and other Web application quality metrics (e.g., usability). Finally, a further
direction involves the connection of grammar-based testing with white-box test-
ing in the field of Web applications, a study that could bridge two of the most
promising approaches in software testing.
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1) public class AccountsPortlet{ 
2) public void doView(PortletRequest request, PortletResponse re-

sponse){ 
3) try { 
4) PortletSettings portletSettings = request.getPortletSettings(); 
5) String dbConnStr = portletSettings.getAttribute("AccountDB"); 
6) //Now the AccountsPortlet can persist information to the back-end 

Account database 
 ………… 
7) String acctId =  
8) (String)request.getPortletSession().getAttribute("acctId"); 
9) AccountDetail ad = AccountDB.getAccountDetail(acctId); 
10) Request.setAttribute(“AcctDtl”, ad); 
11) PrintWriter out = response.getWriter(); 
12) //following pseudo code prints out the AccountDetail object 
13) response.setContentType("text/html"); 
14) out.println(……); 
15) } 



<concrete-portlet href="#Accounts"> 
  <portlet-name>Accounts</portlet-name> 
   …… 
  <config-param> 
    <param-name>AccountDB</param-name> 
    <param-value>jdbc:db2://localhost:50000/AccountDB</param-value> 
  </config-param> 
</concrete-portlet> 

public class AccountsPortletTest extends TestCase { 
  private final String AccountDBConnStr = 
    “jdbc:db2://DB2BOX:50000/AccountDB”; 
 
  public void after_doView_ testGetAcctDBConnStr  
  (PortletRequest request, PortletResponse response) { 
 PortletSettings portletSettings = re  
 quest.getPortletSettings(); 
 String dbConnStr =  portletSettings.getAttribute("AccountDB"); 
       assertEquals("AccountDB Connection String is incorrect",  
                dbConnStr, AccountDBConnStr); 
  } 
} 



public class AccountsPortletSecurityTest  
  extends SecurityTestCase { 
   public String getAuthenUrl() { return “http://ict5/login”; } 
   public String getAuthenUser() {return “david”; } 
   public String getAuthenPwd() { return “pass”; } 
   public String getPortletInvokeUrl() { 
 return “http://ict5/Acct”;  
   } 
   public String testViewSecurity() { 
 fail(“the user:”+getAuthenUser()+” should not be 
                      able to view the AccountPortlet”); 
   } 

test_GetAcctDetail

test_GetAcctDetail

public class AccountsPortletTest extends TestCase { 
  public void before_doView_testGetAcctDetail 
    (PortletRequest request, PortletResponse response) { 
 session.setAttribute(“acctId”, “123”); 
  } 
 
  public void after_doView_testGetAcctDetail 
     (PortletRequest request, PortletResponse response) { 
     AccountDetail ad =  
             (AccountDetail) request.getAttribute(“AcctDtl”); 
   double outBalance = ad.getOutstandingBalance(); 
   assertEquals("outstanding balance is incorrect", outBalance, 10); 
 } 
} 
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Abstract. We present in this paper a method to discover the set of
webpages contained in a logical website, based on the link structure of the
Web graph. Such a method is useful in the context of Web archiving and
website importance computation. To identify the boundaries of a website,
we combine the use of an online version of the preflow-push algorithm,
an algorithm for the maximum flow problem in traffic networks, and of
the Markov CLuster (MCL) algorithm. The latter is used on a crawled
portion of the Web graph in order to build a seed of initial webpages, a
seed which is extended using the former. An experiment on a subsite of
the INRIA Website is described.

1 Introduction

Though the notion of website is commonly understood, there is no simple formal
definition of it. The most obvious idea would be to define a logical website as
the set of pages hosted by a given server. Though correct for many websites, it
does not reflect their intuitive notion since some may span over several servers,
and servers may host various sites.

The problem of discovering the boundaries between logical websites occurs
in the topic of automatic Web archiving, that some instituions (e.g. national
libraries) want to perform [1]: once webpages are selected to be archived, what
is the boundary of the corresponding websites? To be able to define websites
could also lead to website importance computation: to devise a SiteRank for
websites, as PageRank [2] is defined for webpages.

The method for website identification we present in this paper heavily re-
lies on the (directed) graph structure of the Web, with webpages as nodes and
hyperlinks as edges. The fundamental assumption is that webpages in the same
website are much more connected between them than webpages from different
websites. We use an adaptation and combination of two algorithms related to
flow simulation in traffic networks: a preflow-push algorithm by Goldberg [3]
which solves the maximum flow problem and the Markov CLuster algorithm
(abbreviated as MCL) by van Dongen [4], a graph clustering algorithm. MCL
is used to cluster a part of the Web in order to build seeds of websites which
are extended to complete logical websites with the preflow-push algorithm. The
techniques used are not based on the concept of webservers, domain names or
other heuristics, like traditional website recognition methods, but on the link
structure of the Web graph and, secondarily, on the global form of the URLs.

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 124–129, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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We show in Section 2 how flow simulation and the maximum flow problem
may be used to identify websites in the Web graph. We notice that in many
cases, the seed of webpages the simulation starts from needs to be extended; we
present thus a way to use MCL for that purpose. An experiment is presented in
Section 3. Finally, we discuss related works in Section 4. An extended version
of this paper is available in [5].

2 Website Identification Process

In this section, we present an algorithm to solve the maximum flow/ minimum
cut problem, namely the preflow-push algorithm, and its online adaptation to
the Web. This algorithm is applied to extend a seed of webpages into a complete
logical website. Then we briefly introduce MCL, a graph clustering algorithm,
which is used to grow the initial seed of webpages. We finally describe our com-
plete website identification process.

Preflow-Push Algorithm. We assume that the reader is familiar with the max-
imum flow/minimum cut problem. An introduction to this topic can be found
in [6]. Let T = (S, c, s, t) be a traffic network, where S is the set of nodes,
c : S2 → R+ the capacity function, s the source node and t the sink node. The
preflow-push algorithm is based on the notion of preflow : a preflow in T is a
function f : S2 → R which satisfies:

(i) (Symmetry) ∀(u, v) ∈ S2, f(u, v) = −f(v, u)
(ii) (Capacity constraint) ∀(u, v) ∈ S2, f(u, v) ≤ c(u, v)
(iii) (Relaxed flow conservation) ∀u ∈ S \ {s, t},

∑
v∈S f(u, v) ≤ 0

This definition means that, in a preflow, a node u can have some overflow
o(u) = −

∑
v∈S f(u, v): it can receive more from the nodes it is pointed by

than it sends to the nodes it points to. The preflow-push algorithm, as well
as other algorithms working with preflows, maintains at each step a preflow in
T , converging finally toward a flow in T which is maximal, thus solving the
maximum flow/minimum cut problem.

All nodes are assigned a height (0 in the beginning for all nodes except the
source). At each iteration, the preflow is pushed from a node with overflow to
a lower node. If there are no lower nodes to unload a node with overflow, this
node is raised. The algorithm ends when there are no nodes with overflow any
longer. This algorithm can be demonstrated to converge toward a maximum flow
in T (cf [3]), with a complexity of O(|S|2|A|) (|A| is the number of edges with
non-zero capacity), whatever the strategy for selecting nodes with overflow.

Adaptation to the Web. The fundamental assumption of website identification
based on the graph structure of the Web is that webpages in the same website are
much more connected between them than webpages from different websites. If
the Web is seen as a traffic network in which some fluid flows from a set of source
nodes in the same website, the bottleneck of the flow should not be inside the
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website, where there are many internal connections (and thus, a large capacity),
but between the website and the rest of the Web, where the connections are
much more sparse.

The idea behind using flow simulation to identify websites is that a clear
cut should be visible between a “source of seed webpages” of a site and a “sink
for the remaining part of the Web”, a cut which would match the borders of
the website. This cut is computed as a minimum cut in a traffic network whose
underlying graph is the Web graph. More formally, let Seed be a set of seed
webpages, characteristic of the website we would like to compute the borders
of, and sim a similarity function over webpages. We consider the traffic network
TSeed = (S, c, s, t) where:

– S is the set of webpages in the World Wide Web, along with two virtual
nodes s (a virtual source) and t (a virtual sink).

– (i) For all (u, v) ∈ (S \ {s, t})2, c(u, v) = sim(u, v) if there is a link from u
to v, c(u, v) = 0 otherwise.

(ii) For all u ∈ Seed, c(s, u) = +∞
(iii) For all u ∈ S \ {s, t}, c(u, t) = ε (ε << 1)

The choice of the similarity function is important. The most simple choice
would be to use a constant function. In this case, however, a cut separating the
seed webpages from the rest would be most likely minimal. We chose to use a
function of the edit distance between the URLs of the webpages: even if a website
span over several webservers, the URLs of the pages tend to look similar.

On-line Preflow-Push. Classical graph and network algorithms are off-line: they
require that the entire matrix is stored, so that computations can be made
on it. In the context of the Web, on-line algorithms are more interesting. An
on-line algorithm on the Web graph is an algorithm which does not require
the storage of the entire matrix of the graph, and in which computations are
made progressively, at the same time webpages are crawled. The preflow-push
algorithm can be made on-line in a straightforward way: webpages with overflow
are progressively crawled and dealt with (pushed or raised). Several strategies
adapted to crawling can be chosen. We decided to use a greedy one: the node
with maximum overflow is selected at each step.

Seed Extension with Graph Clustering. Applying this version of the preflow-push
algorithm on a seed of characteristic webpages of a website gives quite good
results on small or medium-sized, well-organized, websites. When the website is
very large or not well organized, however, the algorithm only retrieves a small
proportion of the webpages of the real website (cf Table 1). The problem is that
a small seed is not sufficient to discover the entire website.

MCL is a graph clustering algorithm by van Dongen [4]: given an undirected
graph as input, MCL will output a set of densely connected clusters of nodes.
Based on an alternation of expansion and inflation of the graph matrix, MCL
does not require any strong condition on the graph. The reader is advised to
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refer to [4] or [5] for a more detailed description. MCL is used to extend the seed
the on-line preflow-push starts from. The entired process is shown below.

Process for Identifying a Website W
1. Find a superset S of a large part of W (S may be, for instance, the

set of webpages hosted by the main webserver for W ); crawl and
build the corresponding subgraph GS of the Web graph.

2. Cluster GS using MCL on the underlying undirected graph G′
S

(there is an edge (u, v) in G′
S if and only if either (u, v) or (v, u) is

in GS).
3. Find the obtained cluster K which is the most relevant to W . It

may be identified by finding the cluster which contains the largest
number of URLs containing some given keyword.

4. Use the on-line preflow-push algorithm with K as a seed. The re-
sulting set of pages is the logical website for W found by the process.

3 Experiment

Our main experiment was on the website of our research team, Gemo (other
experiments are described in [5]). Its entry point is http://www-rocq.inria.
fr/verso/ (Verso is the former name for Gemo) and it spans over several
webservers, of the inria.fr domain and of other domains.

A large part of the webpages hosted on webservers of the inria.fr domain
was crawled. Following the process described in Section 2, a MCL clustering was
performed on the underlying undirected graph. The most relevant cluster was
identified as the one with the largest number of URLs containing “verso”. Finally,
flow simulation with preflow-push gave the resulting logical Gemo website.

Table 1 shows some data about the website found by the algorithm, along
with results of other simpler methods1:

– Flow Simulation: direct on-line preflow-push, starting from the website
entry page.

– MCL: clusters from MCL, without flow simulation
– MCL + Flow Simulation: process described above
– http://www-rocq.inria.fr/verso/*: “naive” recursive crawl of the hier-

archy of URLs starting from the website entry page.

As noted in Section 2, flow simulation alone retrieves a very small portion of
the relevant webpages, whereas MCL effectively retrieves many more webpages,
which are nearly all relevant (that is, the precision is very high). The recall for
MCL clusters is still low, however; this is why the online preflow-push is applied
afterwards. The complete process gives a good precision (over 90%) and espe-
cially gives a high recall, much higher than all the other methods. This shows the
1 Precision and recall are defined as follows: the precision of a set of webpages W is the

ratio of relevant webpages in W over the size of W ; the recall of a set of webpages W
is the ratio of relevant webpages in W over the total number of relevant webpages
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Table 1. Gemo website, according to different methods

Number of Pages Precision Recall

Flow Simulation 8 87.5% 1.3%

MCL 320 99.7% 33.0%

MCL + Flow Simulation 788 90.4% 86.4%

http://www-rocq.inria.fr/verso/* 221 100% 44.4%

interest of the combination of flow simulation and graph clustering techniques,
over each technique alone. The naive technique naturally has a perfect preci-
sion but a rather low recall: there is indeed a need for more elaborate website
identification methods, such as the one we used.

The results of our experiment on the Gemo cluster are thus very satisfactory.
It is to be noted, though, that this does not represent the relative performance
of the different techniques on every website. On smaller or more organized ones,
the online preflow-push algorithm alone may be sufficient. On many websites,
the naive recursive crawl of the hierarchy of URLs may even be perfect. Still, a
large part of the Web is composed of not-so-well organized websites, spanning
over several webservers, like the Gemo website.

4 Related Work

In most works where the notion of website appears, it is taken to be the pages
hosted by a given webserver, or a lexical hierarchy of URLs (e.g. the set of URLs
that share a common prefix), in addition to heuristics such as the recognition
of /~user/ part in an URL. Links between pages are usually only taken into
account in an elementary way, such as in [7] where clan graphs are introduced
to find closely connected pages. In that paper, websites are still assumed to be
on a single webserver and much importance is given in the form of the URLs.
In [8], Mathieu proposes a way to partition the Web by using the fact that the
matrix of the Web graph in which URLs are lexically ordered is nearly block
diagonal. Each block seems to correspond to a logical website, heavily connected
inside and sparsely connected with other webpages.

The maximum flow problem in traffic networks is a classical and much studied
algorithmic problem. Karzanov developed the notion of preflow [9] and Goldberg
invented the preflow-push algorithm [3]. Flake et al [10] use a modified version
of the preflow-push algorithm on the Web graph in a similar way as we do, for
identifying Web communities. Beside the purpose, our approach differs in the
on-line adaptation of the preflow-push algorithm, in the choice of the capacity
of the edges and in the use of an extended seed.

5 Conclusion

We presented in this paper a website identification process, based on a com-
bination of flow simulation and graph clustering. The preflow-push algorithm,
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which solves the maximum flow problem in a traffic network, was adapted to the
case of the World Wide Web. Logical websites are discovered by computing the
minimum cut between a set of seed webpages and the rest of the Web, a seed
which is computed using the Markov CLuster algorithm.

The first obvious perspective on this topic would be to improve the perfor-
mance of the process, both in its execution time and in the quality of its results.
Currently, the graph clustering needs to be computed on an off-line, crawled,
subgraph of the Web, which can take a few days for a large graph, in order not
to overload the corresponding webservers. It would thus be very useful to be
able to realize an on-line computation of MCL. The adaptation is not obvious,
especially because of the behavior of the inflation operator, which cannot be
easily expressed in terms of classical linear algebra operators. Other improve-
ments could be made on the online preflow-push algorithm, in particular with
the choice of an efficient crawling strategy. Finally, a semi-automatic method,
with the possibility of splitting and merging selected MCL clusters, would allow
a more precise selection of the website to identify.

We would like to acknowledge Serge Abiteboul and Grégory Cobéna for their
advice on this research topic.
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Abstract. In this paper we propose a system of design patterns for Web naviga-
tion. We have collected patterns already published in the literature, selected ten
of them, refined them and identified the relationships among them. The selected
patterns are rewritten in the Gang of Four (GoF) notation. They are implemented
and integrated together leading to a framework intended to be used as the central
part in developing data intensive Web applications.

1 Introduction

Compared to software engineering –where there are several published books with de-
sign patterns– hypermedia design patterns are in an early stage: they are scattered in the
literature and they have barely been scrutinized. Paolini and Garzotto stated [13] “we
have not seen many real ‘booklets’ of design patterns, ready to be used”. The number
of hypermedia design patterns keeps growing and it is becoming more difficult to keep
track of them, to know whether there is a pattern that solves a determined problem, and,
if there exists, to find it. In [9], we argued that it was necessary to:

– Unify the patterns. Some patterns provide insight that can enhance similar patterns.
Some patterns provide different views of the same problem and they should be
unified into a single super pattern including all the insights provided by the patterns
individually.

– Patterns should be rewritten using a common pattern language and vocabulary. The
hypermedia designers in general have not decided on a common vocabulary and
this is reflected in the pattern descriptions.

– Patterns don’t exist in isolation. There are many interdependencies between the
patterns. A list of patterns doesn’t reflect those relationships, and doesn’t provide
any guideline for their implementation. It also doesn’t show how the patterns may
evolve. Patterns should be organized into pattern systems. Buschmann et al. [4] de-
fined a pattern system in the scope of software architecture. Their definition can be
easily adapted to hypermedia application: a pattern system is a collection of pat-
terns, together with guidelines for their implementation, combination and practical
use in hypermedia development.

In this paper, we describe a system of patterns for Web navigation. Different authors
are classifying the published patterns from different perspectives. But so far, there was
no formalized system of patterns for hypermedia design patterns. Section 2 describes
how we have created a system of patterns from the navigational hypermedia design
patterns leading to develop a framework, implementing the patterns included in this
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system, intended to be used for the creation of data intensive Web applications. Sec-
tion 3 describes the benefits of creating system of patterns and rewriting the patterns in
Gamma notation.

2 A System of Patterns for Web Navigation

Our objective was to create a system of patterns for information navigation in hyper-
media applications. According to Buschmann et al. [4] a system of patterns should
satisfy the following requirements: it should (1) comprise a sufficient base of patterns,
(2) describe all the patterns included in the system in a uniform notation, (3) expose
the various relationships among the patterns, (4) organize its constituent patterns, (5)
support the construction of hypermedia systems, (6) support its own evolution.

In particular, we wanted to concentrate in design patterns that would help address
the following navigational problems: (1) making information easy to explore, (2) help-
ing users to find the desired information quickly, (3) providing multiple navigation paths
for different users, and (4) assisting users in knowing the current position in navigation.

We have found 96 hypermedia design patterns published in the literature and orga-
nized them in [3]. From these, we selected the following most frequently used naviga-
tional design patterns in web information systems or in data intensive web applications,
based on behavioral relationships among the pattern which is described in Section 2.1:
Active Reference[1, 8, 12, 14], Guided Tour[1], Landmark[15], News[1, 5, 11], Set-
Based Navigation[1, 15], Shopping Basket[5], Simple Search Interface[1], Selectable
Search Space[1]. In addition, we discovered two new patterns: Visited Objects [3], Hi-
erarchical Navigation [3].

2.1 Relationships Among the Patterns

The patterns in this system were chosen based on behavioral relationships (i.e., how
they interact with one another when they are used in an application together) such that
when they were implemented and integrated together, would lead to a framework to
be the central part of data intensive web application . Figure 1 depicts the relation-
ships among the patterns. The diagram shows the flow of information from one pattern
to another. For example, Set based navigation gets the search results to be explored
from Selectable search space and Simple search interface. Set-Based Navigation plays
a central part in this system, as many other patterns rely on it to display specific infor-
mation to the user. This figure shows that Simple search interface is an extended version
of Selectable search space, Hierarchical navigation is an extended version of the Set
based navigation. We can get all the behaviors of Selectable Search Space using Simple
search interface. The same is true for Hierarchical navigation and Set based naviga-
tion. In fact, still they all are strong enough to stand by themselves. Shopping basket is
a special case of Visited objects. The set of all the elements of Shopping basket will be
the subset of the set of all the elements of Visited objects when they both are instantiated
in an application. In fact, it is not possible to get all the behaviors of Shopping basket
using Visited objects only.
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Landmark

Guided Tour

Visited Objects

Selected item

Visited item

All visited itemsCurrent Position
in Navigation
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ShoppingBasket

Simple Search Interface

SetBasedNavigation

Selectable Search Space

: Data Flow

: Pattern

Legend:

: Extends

: Special Case

Hierarchical Navigation

Fig. 1. Relationships between the patterns

2.2 Patterns in GoF Notation

The next step was to describe the patterns in a uniform notation and we decided to
use the Gang-of-Four (GoF) one [6, 7]. One important aspect that we want to include
in our descriptions is the diagrams that provide insight on how the pattern should be
implemented. In the GoF notation, patterns are described using the UML notation. We
felt that UML was not sufficient to describe navigational patterns, due to its inability
to depict navigation. We decided to use UML-based Web engineering notation (UWE)
[10]. Two diagrams of UWE have been particularly useful: Navigation class and Pre-
sentation class. The modeling element, Navigation class is used here to represent an
information space to be explored and Presentation class is used to represent the actual
pages or part of the pages created by different patterns to be shown in browser. Here
we are including the description of the pattern Hierarchical Navigation. The rest of the
patterns can be found in [3].

Hierarchical Navigation

– Name: Hierarchical Navigation
– Intent: Organize the information by creating sets of related items recursively, cre-

ate a hierarchical structure like tree of those sets and allow inter- and intra-set nav-
igation.

– Motivation: Collections of objects are commonly displayed in a Web application.
They need to be displayed in an easy-to-navigate way. The objects of collections
can be explored like exploring the files in windows explorer or Konqueror.

– Applicability: This pattern will be applicable in exploring different collections of
items in different Web Information Systems.

– Structure: Figure 2 shows the structure of the pattern.
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+getSetMember( String set): String[]

+createSet( Collection info): String[]

<<Class>>

CreateHiererchy

+createTree( String []set): Page

<<Class>>

Controller

+getInput(): String
+processQuery(String input)
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Starting point : takes input
process the sql string

Pages to be shown on the browser

+getElementContents(String et): Page

Fig. 2. The structure of Hierarchical Navigation

– Participants: The participants of this pattern are:
1. Information space: It represents the collection of items to be explored like a

collection of books, movies, CDs etc.
2. CreateSet class: It creates the sets of related items. It may provide the detail

information of an item of a particular set too.
3. CreateHierarchy class: It creates a hierarchical structure using the sets created

like the tree structure created using the files and/or directories in file explorer
like Windows explorer or Konqueror.

4. Controller: It processes the SQL string based on which sets will be created.
5. View: It is the user interface to show the pages.

– Collaborations:
1. Information space: This will provide the collection of items to be explored to

CreateSet class.
2. CreateSet class: It receives the collection of items from the Information space

and provides the sets created to CreateHierarchy class. It also sends pages con-
taining the element(s) of a set to View.

3. CreateHierarchy class: It receives the sets from CreateSet class and provides
pages containing the hierarchy of sets to View.

4. Controller: It takes user input using the View and provides the SQL string to
CreateSet class.

5. View: It receives the pages from CreateSet class and CreateHierarchy class.
– Known Uses: Figure 3 shows the instance of the pattern in www.atPictures.com.
– Related pattern: This pattern is an extended version of Set based navigation.

2.3 Implementation

We have implemented all the patterns included in this system in the form of Java com-
ponents (using the Tomcat Apache Web server) and we have developed a framework
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Hierarchical Navigation

Active Reference

Fig. 3. Instance of Hierarchical navigation in www.atpictures.com

integrating all the developed components intended to be used to navigate an informa-
tion space in Web.

A framework is a set of cooperating classes, some of which may be abstract, that
make up of a reusable design for a specific class of software and usually incorporates
several design patterns [16]. We have developed a navigational framework incorpo-
rating all the selected navigational design patterns. The individual components of the
developed framework are independent. It is possible to use the components individu-
ally instead of the whole framework. It is also possible to replace one component by a
different implementation as long as it maintains the same interface. This framework is
extensible by incorporating more patterns as long as they maintain a behavioral rela-
tionship with the already incorporated patterns. The core concept of this framework of
our implementation is that each pattern will be a component and we have described the
implementation details in [2, 3].

3 Conclusions

A system of patterns shows how the patterns are connected together which will help in
choosing a suitable pattern for a particular problem at hand. It provides guidelines for
implementation, and facilitates in comparing the patterns, as all the patterns included
in the system are written in a uniform notation. It shows practical uses of the patterns,
and supports its own evolution. So, a system of patterns is arguably stronger than just a
catalog of patterns.

One important contribution of this work is the structure diagram of each of the
patterns, which represents the patterns graphically. None of the previous versions of
these patterns contains a structure diagram of the patterns. We believe that the patterns
described herein using this notation are more explanatory, easier to understand, and to
use in practical applications.

The depicted relationships among the patterns shows how the patterns of this system
are connected together or how they will interact with one another when they are being
instantiated in application. This will help the users in choosing the required pattern(s)
from the patterns included in this system for an e-commerce application or an Web
Information Systems.
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Abstract. Bulletin Board Systems (BBS), similar to blogs, newsgroups,
online forums, etc., are online broadcasting spaces where people can ex-
change ideas and make announcements. As BBS are becoming valuable
repositories of knowledge and information, effective BBS search engines
are required to make the information universally accessible and useful.
However, the techniques that have been proven successful for web search
are not suitable for searching BBS articles due to the nature of BBS. In
this paper, we propose a novel article language model (LM) to build an
effective BBS search engine. We investigate the differences between BBS
articles and web pages, then extend the traditional LM to author LM and
category LM. The article LM is powerful in the sense that it can combine
the three LMs into a single framework. Experimental results shows that
our article LM substantially outperforms both INQUERY algorithm and
the traditional LM.

1 Introduction

Bulletin Board System(BBS) are online broadcasting spaces where people can
exchange ideas and make announcements. Unlike web site, where users only
browse web pages, BBS are virtual places where, besides browsing, people carry
on discussion with others. Some users post articles on BBS to ask questions, an-
swer questions or share information with others, while others browse the articles
in BBS for information they need. As BBS are valuable repositories of knowledge
and information, there is a tremendous need for BBS search techniques.

BBS search can be simply defined as the search engine specific to BBS.
Unfortunately, the techniques that have been proven successful for web search
are not suitable to BBS search due to the nature of BBS. In this paper, BBS
articles are defined as messages in BBS which contain documents, authors and
categories. We investigate the differences between BBS articles and web pages
to discover the nature of BBS which affects search performance. Comparing
BBS articles and web pages, there are three primary differences. First, BBS
articles consist of documents, authors who wrote it, and categories which them
belong to. While web pages usually only contain documents; the authors and the
categories of them are not available. Second, as users sometimes post articles to
ask questions or answer questions, the articles are often shorter than web pages.
Finally, there are no links between BBS articles while web pages are closely
connected by hypertext links. Consequently, on the one hand many techniques
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applied in web search, e.g., link analysis and anchor text, are not suitable for
BBS search; one the other hand, the authors and categories of BBS articles may
be helpful for ranking retrieved articles. However, to our best knowledge, there
is no effort devoted to building special models for BBS search.

In this paper, we explore the problem of building an effective BBS search with
the article language model(LM). According to the nature of BBS, we apply the
traditional document LM to the documents belong to an author or a category,
and propose the author LM and the category LM. Combining the document,
author and category LMs, the article LM is used to rank the retrieved articles
according to the probability that the article LM produces the query. To improve
the retrieval performance, we propose a smoothing method to address the prob-
lem that BBS articles are usually short, which affects the precision of sampling.
Experimental results show that the article LM achieves significantly better per-
formance than both INQUERY ranking algorithm and the traditional LM.

The rest of the paper is organized as follows. First we briefly review the re-
lated work in section 2. Then the traditional LM, the article LM, and a smoothing
method for BBS search are described in section 3. Section 4 presents the exper-
iments and results, which shows the effectiveness of the article LM empirically.
Finally we conclude with future work in section 5.

2 Related Work

As BBS becomes more and more popular, considerable effort has been devoted
to investigate the special phenomenon in BBS, such as its complex network
model[1], its aliasing users[2], and its relationship of interests [3]. Many informa-
tion retrieval(IR) techniques such as PageRank[4], HITS[5] and anchor text[6]
are designed for web search, but they are not suitable for other applications.
Therefore, many research have been done to improve IR performance in other
context, e.g., web site[7], newsgroup[8], workplace[9], etc. In this paper we focus
on improving the retrieval performance in BBS.

In the mean time, LMs, successfully used for speech recognition, have been
applied to various IR systems, e.g., web search[10], resource selection[11], etc.
Generally, IR systems can be classified by the underlying conceptual models,
such as Boolean model, vector-space model, probabilistic model and LM. Ponte
and Croft originally proposed LM for IR [10], then Song put emphasis on data
smoothing techniques in LM[12]. Recently, many variations of traditional LM
have been developed to improve IR performance, such as relevance-based lan-
guage model[13], time-based language model[14] and title language model[15].
In this paper, we extend the traditional document LM to the author LM and
the category LM according to the nature of BBS articles.

3 Language Model

3.1 Document Language Model

As described by Ponte and Croft[10], in document LM each document is viewed
as a language sample and a query is treated as a generation process, sampled
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from the language model. Then the retrieved documents are ranked based on the
probabilities of producing the query from the corresponding language models of
them. Given the language model Md of document d, the maximum likelihood
estimate of the probability of term t produced by the corresponding LM is com-
puted by Equation 1:

p(t|Md) =
tf(t,d)

Nd
(1)

where tft,d is the raw term frequency of term t in document d, and Nd is the
total number of tokens in document d. We treat a query as a sequence of terms.
Then each term is viewed as an independent event, and the query is viewed as the
joined event[12]. Consequently, the query probability is computed by multiplying
the individual term probabilities, as shown in Equation 2:

p(Q|Md) =
∏

t∈Q

p(t|Md) (2)

where t is the term in the query sequence Q. Notice that, in this paper, first
we use Boolean model to get the documents that contain the whole query, then
apply LMs to rank them. So the zero probability problem does not exist in our
research.

3.2 Author Language Model and Category Language Model

As mentioned above, each BBS article contains an author and a category, which
can be used to improve the performance of BBS search. The traditional document
LM infers a LM for each document and views the document as a sample of the
model. Similarly, we infer an author LM for each author and a category LM
for each category. That is to say, all the articles of an author are viewed as a
huge document, a sample from the corresponding LM. Like probability in the
document LM, we compute the probability of term t produced by the author
LM Ma. We also get the category LM Mc, corresponding to all the articles
belonging to a category, and compute the probability of producing the query
term, as shown in Equantion 3, 4:

p(t|Ma) =
tf(t,a)

Na
(3)

p(t|Mc) =
tf(t,c)

Nc
(4)

where tft,a and Na are the raw term frequency of term t and the total number
of tokens in all articles written by author a, and tft,c and Nc are the raw term
frequency of term t and total number of tokens in all articles belong to category c.

3.3 Article Language Model

In order to improve the BBS search performance, we combine three LMs: docu-
ment, author, and category LMs into the article LM. Each BBS article is viewed
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as a trigram (d, a, c), where d is the document text, a is the author and c is
the category. Then the retrieved articles are ranked according to the probability
p(Q|article) that the query is sampled form the article LM.

p(Q|article) = p(Q|d,a,c) =
∏

t∈Q

p(t|d,a,c) (5)

Assuming that the three LMs are independent, p(t|d,a,c) is calculated as follows:

p(t|d,a,c) =
p(d,a,c|t)p(t)

p(d,a,c)
(6)

=
p(d|t)p(a|t)p(c|t)p(t)

p(d,a,c)

=

p(t|d)p(d)

p(t)

p(t|a)p(a)

p(t)

p(t|c)p(c)

p(t)
p(t)

p(d)p(a)p(c)

=
p(t|d)p(t|a)p(t|c)

p2
(t)

where p(t|d) is the probability that the document LM produces the query term,
p(t|a) is the probability of the author LM and p(t|c) is the probability of the
category model. Therefore, p(Q|article) is the product of the probabilities in three
LMs, as shown in Equation 7:

p(Q|article) =
∏

t∈Q

p(t|d)p(t|a)p(t|c)
p2
(t)

=
∏

t∈Q

p(t|Md)p(t|Ma)p(t|Mc)

p2
(t)

(7)

where p(t|Md), p(t|Ma) and p(t|Mc) are computed according to Equation 2, 3, 4
and p(t) can be computed according to Equation 8:

p(t) =
tf(t,corpus)

Ncorpus
(8)

where tf(t, corpus) is the term frequency of term t and Ncorpus is the total
number of tokens in the corpus.

3.4 Data Smoothing

Some articles in BBS are too short, e.g., less than 15 words, as users post them
only to ask or answer questions. The small length affects the precision of maxi-
mum likelihood estimate as the sparse sampling data can not reflect the under-
lying LM exactly. Moreover, the probability is biased towards short articles. To
address this problem, we smooth the length by adding the average sample length
of the LM to the original length. That is to say, in document LM Nd is replaced
by Nd + avegNd

, where avegNd
is the average length of all the documents. Sim-

ilarly, some authors post few articles and some categories contain few articles,
which lead to sparse sampling data in both the author LM and the category LM.
We apply similar smoothing methods on the author LM Ma and the category
LM Mc, as presented in Equation 9:
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p(t|Md) =
tf(t,d)

Nd + avegNd

p(t|Ma) =
tf(t,a)

Na + avegNa

(9)

p(t|Mc) =
tf(t,c)

Nc + avegNc

4 Experimental Results

4.1 Data

To demonstrate the effectiveness of the article LM, we conducted experiments
on a Chinese BBS site,Tsinghua University BBS (SMTH)1, which is the most
famous and most large BBS site in China. The BBS search engine that we build
for SMTH is accessible on line2. As table 1 lists, in SMTH there are 1, 954, 689
articles, totally 11 gigabytes information, belongs to 85, 062 authors and 424
categories. And the average lengthes of document, author and category are 150,
3, 447 and 691, 517.

Table 1. Statistics of SMTH BBS Data

Data Size 11G

#Articles 1,954,689

#Author 85,062

#Category 424

Average length of documents 150

Average length of author 3,447

Average length of category 691,517

4.2 Implementation

Three different ranking algorithms are used in our experiments. The article LM
is compared with INQUERY ranking formula and the traditional document LM.
INQUERY ranking formula, which uses Robertson’s tf score and a standard idf
score, is lists as follows:

pt,d = 0.4 + 0.6 × tft,d

tft,d + 0.5 + 1.5 Nd

arvgNd

×
log(N+0.5

dft
)

log(N + 1)
(10)

where pt,d is that probability that document d is relevant to term t, N is number
of documents in collection, and dft is the document frequency in collection. In
INQUERY system, documents are ranked by the probability pt,d.

Traditional LM is described as the document LM above, and the retrieved
documents are ranked based on the probability p(t|Md). In the article LM, re-
trieved articles are ranked based on the probability p(Q|article).
1 http://www.smth.org
2 http://bbs.compass.edu.cn
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4.3 Evaluation Metrics

The recall/precision and minimizing Kendall’s τ distance [16] are chosen to mea-
sure the performance of various models. Recall measures how many relevant ar-
ticles are retrieved, while precision measures how highly the retrieved articles
are relevant to the query. In recall/precision metric, relevant articles are un-
ordered, which is opposite to the fact that users review the result lists orderly.
To evaluate the order of result lists, minimizing Kendall’s τ distance is adopted
to measure the similarity between the ground truth and the top-k lists produced
by the models.

The minimizing Kendall’s τ distance is defined as follows. Given two top k
lists τ1 and τ2 with result domains Dτ1 and Dτ2, we define P (τ1, τ2) to be the
set of all unordered pairs of distinct elements in Dτ1 ∪ Dτ2. The minimizing
Kendall’s τ distance is calculated according to Equation 11:

Kmin(τ1, τ2) =

∑
{i,j}∈P(τ1 ,τ2)

Kmin
{i,j}(τ1, τ2)

k × (k − 1)/2
(11)

Let r1,i denote the rank of result i in list τ1, and result i is ahead of result j in
τ1 if r1,i < r1,j . Then Kmin

{i,j} is calculated according to Equation 12:

Kmin
{i,j} = sign{(r1,i − r1,j)(r2,i − r2,j)} (12)

4.4 Results and Discussions

Several volunteers are required to pose 50 queries, which are the top frequent
queries in the log of BBS search engine that we build, to three systems in our
experiment. For each query, volunteers evaluate the relevance of the top 50 ar-
ticles returned by each system. Then they list the top 20 relevant articles based
on the relevance, which referred to as the ground truth.

Only considering the articles in the ground truth as relevant results, we cal-
culate the eleven point recall/precison of the three systems, as shown in Table 2
and Figure 1. In table 2, column 2,3,4 compare the article LM to INQUERY, and
column 5,6,7 compare the article LM to the traditional document LM. As we
can see, the article LM outperforms INQUERY ranking algorithm at all levels
of recall, and the article LM achieves better precision than the document LM
expect at 0.9 level of recall. In addition, the eleven point average precision of
three systems are 0.310, 0.356 and 0.449, and the article LM do 44.84% better
than INQUERY and 26.12% better than the document LM.

The minimizing Kendall’s τ distance is computed between the ground truth
and the top 20 list of each system’s search results. As Table 3 presents, the
Kendall’s τ distance of three systems and the ground truth are 0.461100, 0.446451
and 0.401906, among which the article LM has the shortest distance to the
ground truth. It indicates that the order of the result list in article LM is most
similar to the ground truth.

Experimental results shows that the article LM outperforms INQUERY rank-
ing algorithm and the traditional LM. Not only the recall/precision of the article
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Table 2. Comparing eleven point recall/precison of INQUERY, document LM and
article LM

Precision

Recall INQUERY Article LM %chg Document LM Article LM %chg

0.0 - - - - - -

0.1 0.576 0.740 +28% 0.610 0.740 +21%

0.2 0.473 0.707 +49% 0.555 0.707 +27%

0.3 0.463 0.666 +44% 0.525 0.666 +27%

0.4 0.442 0.613 +39% 0.484 0.613 +27%

0.5 0.376 0.552 +47% 0.419 0.552 +32%

0.6 0.318 0.507 +59% 0.348 0.507 +46%

0.7 0.233 0.394 +69% 0.282 0.394 +40%

0.8 0.180 0.240 +33% 0.218 0.280 +10%

0.9 0.040 0.063 +57% 0.111 0.063 -43%

1.0 0.003 0.003 0 0.003 0.003 0

Avg 0.310 0.449 +44.84% 0.356 0.449 +26.12%
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Fig. 1. Comparing eleven point recall/precison of INQUERY, document LM and article
LM

LM is better than the others, but also the order of the relevant results in article
LM is more close to the ground truth. The success is due to that the article
LM makes use of the information from the author and the category. Each user
or category has particular interests and different fields of knowledge. Obviously
it will be helpful to improve IR performance that exploring differences between
users or categories. Consequently, combing document, author and category LMs
into the article LM would achieve significant improvement in BBS search.
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Table 3. Minimizing Kendall’s τ Distance Results

list τ1 list τ2 Kendall’s τ distance

Ground Truth INQUERY 0.461100

Ground Truth Traditional Document LM 0.446451

Ground Truth Article LM 0.401906

5 Conclusions and Future Work

In this paper, we propose a novel article LM for BBS search to improve the re-
trieval performance. According to the nature of BBS, we extend the traditional
document LM to the author LM and the category LM. The article LM combines
document, author, and category LMs into a single framework. Our experimen-
tal results show that the article LM outperforms significantly both INUQERY
ranking algorithm and the traditional LM. It indicates that the information of
the authors and the categories of the BBS articles are helpful to improve the
retrieval performance in BBS search. The article LM can be easily applied in
other similar systems such as blogs, newsgroups and forums.

For the future work we are planning to explore various smoothing method
to improve retrieval performance. Moreover, we will explore to build an blogs
search engine with our article LM. Making use of user informaion, personalized
search in BBS or blogs is also planed to do.
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Abstract. Advanced inter-enterprise applications operate in an envi-
ronment that changes rapidly as autonomous services dynamically join
and leave a community of interest at will. Well-designed integrated infor-
mation views simplify inter-enterprise application development by hiding
details of data distribution, extraction, filter and transformation from
inter-enterprise applications, thereby shielding them from unwanted en-
vironment changes. Recently, the local-centric local-as-view (LAV) ap-
proach to integrated information view specification has attracted atten-
tion because of its maintainability advantage over the traditional global-
as-view (GAV) approach. This paper introduces a first-order predicate
calculus mapping language that admits LAV, GAV and global-and-local-
as-view (GLAV) view mapping specifications over distributed database
tables and service functions. Mapping patterns that apply to a wide range
of integration problems are presented in the language. A case-study inter-
enterprise application is used to illustrate the patterns in action.

1 Introduction

Despite a long and rich research history, data integration remains a key chal-
lenge in practice for modern business enterprises. Consumers are demanding that
enterprises improve both the efficiency of internal processes and their internal
knowledge of the dynamic and historical behaviour of their business. At the same
time, rapidly changing business environments require rapid changes in business
partner relationships and corporate structures. These two factors put enormous
pressure on enterprise information sytems to keep up with the businesses they
serve. Inevitably, data integration is required as information is extracted from
legacy information systems and recombined and repurposed for new ones.

Lenzerini [1] formalizes an integration system I as consisting of 〈G,S,M〉,
where G is the global (integrated) schema, S are source schemas, and M is a set
of assertions relating elements of the global schema with elements of the source
schemas. G, S and M are specified in some (though possibly different) suitable
language. There are four flavours of mapping specification for M: global-as-view
(GAV), local-as-view (LAV), global-and-local-as-view (GLAV), and peer-to-peer,
which we do not address further here.

In a GAV integration system, each mapping in M defines part of the global
schema G in terms of queries over source schemas S, in much the same way as

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 173–184, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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one defines a view in SQL as a query over other relations or views. In a LAV
setting, each mapping in M defines a source schema S in terms of queries over
the global schema G. The advantage of LAV mappings is that they treat sources
independently: a mapping is phrased in terms of the relationship between a single
source schema and the global view, without reference to other sources. GLAV
mappings aim to exploit the value of a combined local and global approach.
GLAV integration systems admit mappings M that are a mixture of GAV and
LAV mappings, and may relate queries over multiple sources to queries over the
global schema.

It is always possible to transform a LAV integration system into a GAV
integration system [2], however the reverse is not always possible. The value of
a GLAV approach is not well explored [3, 4], but there are two key reasons
for preferring it. Despite the advantages of LAV for dynamic source integration,
LAV alone does not permit the phrasing of mapping rules that take advantage
of within-source joins, nor across-source joins through queries against the global
schema.

Whatever style (GAV, LAV, GLAV) of integration mapping is applied, there
are specific challenges that integration systems must meet. Data integration, ac-
cording to [5], involves eight tasks, of which the sixth requires creating mappings
between sources and the global schema. This step encapsulates the knowledge
gained from all the previous steps, so it is important that the mapping language
is sufficiently expressive to deal with the range of possible variation in the un-
derstanding developed in the previous steps. It is our goal to ensure that the
mappings are both human-readable and directly computer-interpretable in order
to actuate the data integration process at run-time (the final step).

In this paper we present such a mapping language, called iMaPl, based
on the first-order predicate calculus (FOPC). It is a GLAV language, which
means that it can express LAV and GAV mappings as degenerate cases. It is
a declarative language, which means that it is amenable to interpretation and
optimisation by computational means. We present mapping patterns that can
be applied in many situations, to assist DBAs or domain experts to formulate
the mappings they require for particular data integration projects. We have
developed a comprehensive run-time environment for actuation of the mappings
for data integration, but this is not presented here.

Outline. The paper is organised as follows. Next we describe a case-study appli-
cation, Sydney’s Information Highway. Then we introduce iMaPl. In section 4
we describe problems in information integration and the patterns expressed in
iMaPl that apply to those problems, illustrated by reference to the case study.
We then outline further work and conclude.

2 Case Study: Sydney’s Information Highway

For an example in this paper we describe a case study of government information
sharing associated with a major transport route in Sydney, Australia, known as
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the Sydney Information Highway (SIH) [6]. Local and state government agen-
cies contribute information services to an inter-enterprise application that per-
mits map-based search and display. Basic information services remain under the
control and data management responsibility of the originating data custodians,
being served to the Web from their own IT infrastructure. Users, including land
developers, real estate investors, local government planning authorities and the
general public have seamless access to information with a whole-of-government
perspective. We introduce a conceptual model of the global schema for Sydney’s
Information Highway, together with sources and their schemas shown in figure 1.

Fig. 1. Schemas

3 iMaPl Mapping Language

3.1 Preliminaries

For this paper, we will favour logic programming terminology and notation as
defined in [7]. The iMaPl language consists of terms, atomic formulas, and com-
pound formulas. A term is either a constant symbol (we use lowercase symbols,
quoted symbols or numbers such as a, “a”, 50), a variable symbol (strings start-
ing with uppercase symbols X , or for an anonymous variable that is distinct
from every other variable), or a compound term consisting of a function sym-
bol and a sequence of terms such as f(a, X). A predicate consists of a predicate
symbol (lowercase or quoted symbols such as p or ’p@s’) and a sequence of terms
(such as p(X1, ..., Xn)). Constraints are binary operators Op ∈ {<, >, >=, =<}
applied to pairs of terms (such as A < 23). Compound formulas are formed
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in the usual way from predicates, constraints, logical connectives (conjunction
∧, disjunction ∨, implication → or ←) and quantifiers Quant ∈ {∀, ∃}. Quan-
tified expressions are of the form ∀( ¯V ar, P ) and ∃( ¯V ar, P ) for formula P . By
convention, we may omit universal quantifiers. Where notational detail is not
important, we simplify term sequences such as X1, ..., Xn with X̄ and indicate
omission of detail with ‘...’.

Describing sources within the 〈G,S,M〉 model requires a mapping language
to connect a language for S to a language for G. The @ operator (’p@s’) identifies
source predicates from S distinguishing them from global predicates in G.

3.2 Language Definition

Our mapping language admits three forms of mapping statements: GAV, LAV
and GLAV. M is comprised of assertions of these forms.

Each mapping statement is of the form Quant( ¯V ar,(P → Q)). The logical
connective implication (→) partitions the statement into “if [P] then [Q] is a
consequence”. The implication (Q ← P) is a notational variation. This provides
a convenient way to express what bindings are exchanged between expressions
P and Q without having to write expressions using the logical connectives ∼, ∧
or ∨.

The antecedent [P] and consequent [Q] are compound formulae comprised of
predicates, quantifiers, constraints, conjuncts and disjuncts but never including
negation or implication. All variables appearing in [Q] must also appear in [P]
or else be existentially quantified. Free variables in a mapping statement are
assumed to be universally quantified over the scope of the statement.

Using the @ operator to partition our S and G schemas, we can now establish
syntactic patterns for GAV, LAV and GLAV mapping statements. One of the
features of these patterns is that mapping expressions logically constrain models
for G but they do not constrain models for S. That is, mapping statements are
unable to create new S entities–these must come from the sources themselves–
and are unable to create inconsistencies in the sources. Therefore they are well
suited to autonomous service-based systems. If necessary, integrity constraints
can be used to ensure that agreed data quality standards are met.

GAV Mappings. GAV mappings are mapping implications (P → Q) where
the [P] expression is a compound formula and the [Q] expression consists of only
one G schema predicate. This corresponds to conventional view definitions.

LAV Mappings. LAV mappings are mapping implications (P → Q) where the
[P] expression consists of one S predicate; the [Q] expression consists of conjuncts
of G schema predicates. Quantifiers may be used within [P] and [Q].

Applying the LAV mapping scheme to the leichhardt schema at the Leich-
hardt source results in a mapping expression

leichhardt( , , SuburbName, )@Leichhardt→
suburb(SuburbName)∧suburbName(SuburbName, SuburbName)
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Which corresponds to the intention “if we obtain a value for SuburbName
from leichhardt@Leichhardt then both suburb(SuburbName) and
suburbName(SuburbName, SuburbName) hold in a model for G”.

GLAV Mappings. GLAV mappings are mapping implications (P → Q) where
the [P] expression is unconstrained (i.e consists of zero or more S or G predi-
cates conjuncts, disjuncts, quantifiers or constraint operators); the [Q] expression
consists of conjuncts of G schema predicates and quantifiers.

4 Integration Patterns

The generic language definition patterns of Sect. 3 provide useful templates for
GAV, LAV and GLAV mapping statements. These templates are common build-
ing blocks for the problem-centric patterns of schema mismatch, value mismatch
and coverage constraints.

Mismatch between source and target schemas and values is a very common
problem. Examples of schema mismatch include explicit vs implicit representa-
tion of concepts; tabular vs structured representations of entities; and composite
vs atomic vs missing entity identifiers. The patterns of Sect. 4.1 are well suited
to problems of schema mismatch. Value mismatches cover domain issues such as
inconsistent units of measure (m/s vs ft/s), as well as formatting mismatches
(capitalized vs lowercase vs camel case) and data entry errors. Section 4.2 doc-
uments patterns for addressing value mismatches between sources and the inte-
grated schema. Often both value and schema mismatches occur simultaneously.

4.1 Patterns for Schema Mismatch

Problem: Making Implicit Information Explicit. Successfully incorporat-
ing legacy systems into an integrated federation often requires understanding the
implicit assumptions developers made. In our example, both Drummoyne and
Leichhardt record property information such as street name, number and sub-
urb. Neither system explicitly understands that the suburbs and streets within
their domain are administered by the respective council. The council entity and
the administers relationship between Council and Suburb is implicit knowledge
for both Leichhardt and Drummoyne.

Pattern: Integration Meta-data. While some data is not available directly
from the participating source, we can use our knowledge of the environment
to record the data directly within the integration schema. Within a mapping
specification M, one might use this GLAV pattern to augment an integrated
G schema predicate with additional database instances that are missing from a
source.

Example 1. Integration Meta-data

council(leichhardt)∧
councilName(leichhardt, “Leichhardt”)←
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Problem: Structural G Schema Constraints. The token leichhardt used
to identify Leichhardt as a member of council in ex. 1, is somewhat arbitrary,
as the service representing Leichhardt cannot itself supply one. However, the re-
lationship between council and councilName is a G schema constraint requiring
that we use the same token (whatever it may be). Our example dependency is
modest, but there are variations of this structural constraint problem that apply
to more complex document structures [8, 9].

Pattern: Quantification. Existential ∃( ¯V ar, Formula) and universal
∀( ¯V ar, Formula) quantification enables mapping specifications to quantify what
is known about individuals that meet criteria expressed in the statement scope.
Existential quantification is useful where there are discrepancies in mapping at-
tributes between S and G schemas i.e. where the G schema has more attributes
than a source can contribute. More formally, if x is a variable and P is a well
formed formula, then ∃x(P ) is an existential quantification of x over the scope
P ; “there exists [x] such that [P]”; and universal quantification “for each [x] such
that [P]”.

By using the same quantified variable within an expression scope covering
structural constraints, it is possible to tie together G schema entities in a way
that satisfies the structural constraints as well as provide values for known in-
formation.

Patterns in Action. In example 2, we rewrite the mapping statement of ex. 1
to replace occurrences of the token leichhardt with an existentially quantified
variable C and simultaneously express a mapping implication to map tokens
from our Leichhardt source onto the G schema entity suburbName.

Example 2. Quantification

∃(C, (council(C)∧
councilName(C, “Leichhardt”)∧
∀(SuburbName, leichhardt( , , SuburbName, )@Leichhardt→
∃(Suburb, (suburb(Suburb)∧
suburbName(Suburb, SuburbName)∧
administers(C, Suburb))))))

Informally, this mapping expression captures our desire that “there exists
a C such that council(C) and councilName(C,"Leichhardt") and if we ob-
tain a value for SuburbName from leichhardt@Leichhardt then there exists a
Suburb such that suburb(Suburb) and suburbName(Suburb, SuburbName) and
administers(C,Suburb)”

Problem: Transitive Closures. GLAV mappings open the possibility to write
recursive mapping statements, for example to generate the transitive closure of a
relation. Transitive closures may be needed when dealing with transitive relations
obtained from multiple sources [10].
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Pattern: Recursive Mappings. Recursive mapping expressions will generally
have one or more base (non-recursive) cases, followed by a recursive case. In the
example below, we use a recursive mapping pattern to obtain the connected
relation through functional source operators nextTo.

Pattern in Action

Example 3. Recursive Mapping

suburb(“Glebe”)←

suburb(S)∧nextTo(S, P )@Leichhardt→ connected(S, P )∧suburb(P )

suburb(S)∧connected(S, P )∧nextTo(P, Q)@Leichhardt
→connected(S, Q)∧suburb(Q)

4.2 Patterns for Value Mismatch

Problem: Normalized Representation. Our example has shown how to
obtain tokens representing suburb names from a source. Leichhardt council pro-
vides sentence case names while LIC provides uppercase names. Sometimes a G
schema will require a single representation for tokens for a domain; suburb name
in our example has two S representations, and with a G schema requirement for
lowercase, neither S representation matches. The challenge for a mapping lan-
guage is to enable encoding of transformations so that raw data from a source is
processed into the normalized representation required by the integrated schema.

Pattern: Source Specific Normalization. The source specific normalization
pattern encodes transformation knowledge directly into the M expression. The
idea is that variables from data producers are connected directly to transforma-
tion operators, whose output is placed into the G schema. Source specific nor-
malization follows the scheme: [P (..., X̄)@Si] ∧[F (..., X̄, ...Ȳ )@Sj ] →[G(...Ȳ )].

Patterns in Action. Example 4 shows this pattern applied to directly trans-
forming Leichhardt source suburb names to lowercase expressed by a within-
source join.

Example 4. Source Specific Normalization

leichhardt( , , SuburbNameS, )@Leichhardt∧
to lowercase(SuburbNameS, SuburbName)@Leichhardt
→
∃(Suburb, (suburb(Suburb)∧
suburbName(Suburb, SuburbName)))))
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This pattern brings up a knowledge-engineering issue. Knowledge about how
to manipulate and transform domain values (e.g transform the S specific domain
SuburbNameS into the G schema SuburbName) has been tightly merged with
knowledge about how to populate a schema from a source.

The following patterns encode an alternative strategy to formulating and
writing mapping statements when a separation of knowledge about transforming
data representations from populating domains is required.

Pattern: Domain Specific Normalization. In the domain specific normal-
ization pattern, type domains are explicitly described in the G schema; and we set
up domain-specific type transformation schemas, capturing our desire to trans-
form data from one representation into another. These domain specific trans-
formation schemas are global predicates that require implementations. These
implementations will of course be delegated to the set of underlying operations
offered by sources.

Our source mapping statements will then populate the appropriate G predi-
cates by appealing to the domain specific transformation offered by the G schema.
This pattern requires recursive mapping expressions. It is similar to techniques
described in [10] for dealing with functional dependencies among G schema pred-
icates; and [11] for dealing with sources with limited capabilities.

In our running example, we have a number of sources offering graphic entities.
On closer inspection, one might discover that RTA offers point graphic entities
of type OGISPoint, Leichhardt offers graphics of type mifmid, while LIC offers
graphic entities of type OGISPolygon. Furthermore, the functionsRus service
offers a suite of transformation operations: toMifMid, toOgisFeature, toSVG
and toJPG, each of which is capable of transforming input data from a source
type to a target type. The transform services form a directed graph (containing
cycles) over the types.

The first part of the pattern requires setting up our domain for graphic enti-
ties; we use typeOf(V, T) to denote that values of V have type T. This domain
functor provides a placeholder for two things: making statements (assertions)
about data after it is retrieved from a source or transformed by a service; and
acting as a constraint requiring that data be in a specified format. Example 5
shows how this pattern might apply to graphic data elements retrieved from
Leichhardt. Similar statement patterns apply for the remaining resources.

Example 5. Populating Domain from Sources

leichhardt(..., Graphic)@Leichhardt
→
graphic(typeOf(Graphic, mifmid))

The second part of the pattern requires setting up a typeTransform type
transformation operator. This operator has two parts: an equality theory for the
domain (a statement that says transformations between data in the same type
is a no-op and a statement about the transitivity of type transformations); and
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statements about the services that implement the operator. Assume a functional
dependency from input (first variable) to output. In example 6, the global op-
erator will have implementations delegated to the appropriate service specific
operations. Furthermore, notice the use of the domain functor typeOf(V, T) as
a constraint (or precondition) on the type of information sent to the operation.

Example 6. Domain Rules & Type Transform Implementations

Domain Rules
typeT ransform(typeOf(X, Y ), typeOf(X, Y )))←

typeT ransform(X, Y )∧typeT ransform(Y, Z)
→
typeT ransform(X, Z))

Mapping Rules
toSV G(Graphic1, Graphic2)@functionsRus∧
(((V ector = shapeF ile)∨(V ector = mifmid))
→
typeT ransform(typeOf(Graphic1, V ector), typeOf(Graphic2, svg)))
...

Queries over the G schema use typeTransform(X,Y) and typeOf to trigger
the necessary type conversions. For example:

q(Y )←graphic(X)∧typeT ransform(X, typeOf(Y, svg)).

Problem: Object Reconciliation. For multiple data sources, shared error-
free identifying fields are uncommon. We have shown two techniques, source
specific normalization and domain normalization, which are suitable for cases
where normalizing is a viable strategy.

Alternatively, value mismatch may be resolved by record linking techniques.
There is a large literature focussed on record linkage techniques, software and
methods [12–16].

Pattern: Object Reconciliation. In [17], steps for specifying a sequence
of virtual services encapsulated in a composition for record linking are given.
The virtual service has a G schema of link(DataA, DataB, LinkedData)
relying on support predicates such as standardize, index, compare and
classify. Intuitively, values from two sources are compared and a proba-
bilistic match score is returned indicating the likelihood that values are the
same. A pattern for mapping sources to any of the support predicates (F )
follows: [SFm(..., X̄, ..., Z̄)@Sa]∧[SFn(Z̄, ..., Ȳ )@Sz]→[F (stepi−1(X̄), stepi(Ȳ ))]
The support predicates have function terms such as stepi which work together
to ensure that services are sequenced correctly.
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4.3 Coverage Constraints

Problem: Logical Fragmentation. A coverage constraint is, informally, a
statement about the range of values held for a relation in a particular source
database. We should use coverage constraints in query planning to exclude
sources from mapped queries when we know from the coverage constraint that
those sources cannot contribute to the answers to our query. A coverage con-
straint is quite different to an integrity constraint, although these can also pro-
vide information to assist query planning [18].

Pattern: Coverage Constraint. Constraint expressions are formed from the
standard constraint operators Op ∈ {<, >, >=, =<} applied to terms. Our pat-
tern for using coverage constraints requires that the constraints appear on the
antecedent of the implication, all variables appearing in the constraint expres-
sion are universally quantified (the quantifier may be omitted by convention):
∀(X̄, [P (..., X̄, ...)∧ Op(X̄)]→[Q])

In general, constraint reasoning (see [19] for example) is required to either
eliminate mappings from source specific plans or tighten the source specific query
bounds.

Patterns in Action. RTA data sources offer accident data based on date.
Consider two RTA sources, one contributing data for 1994, and the other for
subsequent years. This example demonstrates both coverage constraint and do-
main specific normalization.

Example 7. Coverage Constraint

rta1994(..., Spatial)@rta1994∧
ADate = 1994
→
accident(ADate, ..., Spatial)∧graphic(typeOf(Spatial, ogisPoint))

rta(ADate, ..., Spatial)@rta∧
ADate > 1996
→
accident(ADate, ..., Spatial)∧graphic(typeOf(Spatial, ogisFeature))

Queries can constrain a predicate thus:

q(T )←accident(D, ..., S)∧typeT ransform(S, typeOf(T, svg))∧D > 2000.

Constraint reasoning techniques are required to tighten the query bounds (and
thus remove the redundant constraint Date > 1996 [19]) on the requests sent to
sources. The coverage constraint pattern also applies to categorical domains as
well as integer domains as we have shown in example 7.
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5 Conclusion and Further Work

We have applied recent research on local-as-view query planning to the problem
of dynamically building integration plans in response to user-defined requests.
Our approach relies heavily on the run-time interpretation of expressive mapping
rules that relate sources of data and functional data transformations to global
concepts. In this paper we have defined a range of mapping patterns that are
designed to address commonly-occurring integration problems. These patterns,
expressed in the language of first order predicate calculus, may be interpreted
by suitable planning engines, such as one we have under development. Because
they are declarative, with a well-defined semantics, they may also be used as a
benchmark for evaluating the capabilities of information integration systems.

Our approach subsumes well known GAV, LAV and GLAV mapping patterns
for query planning, and extends to offer declarative local database coverage con-
straints, data type coercion, and recursive mappings. We have defined patterns
that address specific information integration problems for schema and value mis-
match and object reconciliation.

We are aware of some problems not adequately covered by these patterns,
for example, negation, nested implication and mapping expressions that require
second-order predicates. Some of these shortcomings in our mapping language
arise from our goal for both human readability of the language and sound compu-
tational interpretation. We have preferred a syntactic description of the mapping
language for ease of adoption by developers at the expense of admitting more
expressive mappings that may be safely interpreted only if complex conditions
about their construction are met. Ongoing work is extending our pattern set.
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Abstract. In this paper we show an approach that allows web inter-
faces to be dynamically distributed among several interconnected het-
erogeneous devices in an environment to support the tasks and activities
the user performs. The approach uses a light-weight HTTP-based dae-
mon as a distribution manager and RelaxNG schemas to describe the
service user interfaces offered by native applications. From these service
descriptions, the XHTML-based user interface is generated.

1 Introduction

With the emergence of web access and web-based applications on networked
personal devices like PDAs and cellular phones, there is an opportunity to create
distributed interaction spaces. Such an interaction space uses various resources
that are available in the user’s environment that can be accessed by the user. We
distinguish between a personal distributed interaction space where one person
interacts with the application and a collaborative distributed interaction space
where different persons can use the (duplicated) distributed service user interface
to interact with the application.

This paper presents an approach that serves two purposes. First, it allows
manual and automatic distribution of web user interface parts among several
heterogeneous devices in a transparent way. Secondly, it can be used to collabo-
rate on a web application by sharing the user interfaces of particular application
services among several users. The distribution and the duplication of particular
web user interface parts are handled by a light-weight HTTP-based daemon. We
call this daemon the Interface Distribution Daemon (IDD) in the rest of the
paper.

2 Schema-Driven Web Interfaces

In contrast with distributed and migratable user interfaces as described in([2,
3, 5]), the approach we propose here does not require a new methodology or

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 197–202, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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ontology [1] for designing a distributed web interface. However, it does rely on a
suitable description to transform the functionality of a native application into a
web interface. Traditionally, a web interface is rendered using a markup language
that is created according to the vocabulary defined by a schema.

In our approach the schema language RelaxNG1 is used to describe the ser-
vices offered by the application, the structure of these services and the constraints
between the different services (e.g. whether service A and B should always appear
together). One of the advantages of RelaxNG over other schema languages is its
simplicity and flexibility. Since RelaxNG also allows to define constraints for text
values, it is possible to define a schema for an XML-file that only validates that
specific file. This can be done by constraining each element, attribute and text
value in the XML-file. This means an interface part for a service can be defined
in XHTML, e.g. between <div></div> tags and converted to RelaxNG schema
code. Moreover the original XML-instance can easily be regenerated from the
schema.

We can create RelaxNG schema code for each service an application offers
and give that service a name in the schema2. This allows the inclusion of service
definitions of an application in a RelaxNG schema. This schema describes, for
example, a web interface and constrains the html, head, body, div. . . elements.
It can also constrain the included service definitions by referring to them inside
RelaxNG patterns. Using RelaxNG we can put constraints on the occurrence of
services (e.g. service S1 and S2 are optional but should always appear together).
With this method we can create schemas that ensure the generated interface is
suitable (valid) for the target device.

3 Distributed Web Session

Figure 1 shows a real distribution case in which parts of the user interface are
distributed over a laptop and two PDAs. In our work, we identify three different
types of possible web interface distributions: User-driven distribution, system-
driven distribution and continuous distribution. These types are elaborated upon
in the following subsections.

3.1 User-Driven Distribution

User-driven distribution relies on the initiative of the user: the end-user connects
with the IDD and requests the web interface for her/his personal interaction
space. In many cases this is preferred since the end-user has full control over
the distribution of the web interface. Before the user can ask to distribute the
interface of an application to selected clients, this application must be registered
with the IDD. This is done by sending the schemas, representing the type of
services offered, to the IDD. Figure 2(a) shows a sequence diagram describing
1 RelaxNG specification: http://www.relaxng.org/spec-20011203.html
2 RelaxNG supports so called “named patterns”. A part of a RelaxNG schema can be

given a name by which it can be referred in the rest of the schema
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Fig. 1. Real distribution case

(a) User-driven (b) System-driven

Fig. 2. Distribution System Sequence Diagrams

the interactions between the clients and the IDD. This figure shows how the
user selects the application services she/he wants to use from which client de-
vice in the personal interaction space. The IDD then distributes the appropriate
XHTML documents to the different clients. These XHTML documents are gen-
erated from the RelaxNG schemas available for that application (see section 2).
The user can interact with the different devices, that together present a logical
whole, while the IDD redirects the actions to the actual application. After some
time, events from the application will be redirected to clients by the IDD (not
shown in the figure).
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3.2 System-Driven Distribution

While the user is in full control when user-driven user interface distribution is
selected, this is not the case with system-driven distribution. Figure 2(b) shows
how the user selects an application for which the IDD hosts the service user
interfaces and how it sends the user and device profile to the IDD. Notice that
the user does not manually select individual application services to present on the
different devices in the personal interaction space. Instead, she/he lets the IDD
decide where service user interfaces are migrated to. However, in this setting, the
IDD does not know which client devices are available in the environment and
neither what their properties are. Therefore, it broadcasts a discovery request.
Subsequently, client devices will reply by sending their device profiles back to
the IDD.

The device profiles sent by client devices are used to decide which clients
a service interface will be migrated to in a distributed interactive session. To
automatically calculate the distribution of web user interfaces, a cost function
C(v1, ..., vn) is used that recursively calculates the weight of the service user
interface sd. v1, ..., vn are the different values that typify the weight of service sd

such as minimum screen size, minimum number of colors, minimum memory size,
minimum network bandwidth, . . . At this moment, only screen space has been
used as input for the cost function, but this can be extended to incorporate more
values. For each client device, the values specifying their properties are contained
in the profile of the device. A set of service user interfaces can only be displayed
by a client device if their accumulated weight does not exceed the weight specified
by the device. The IDD calculates the distribution possibilities according to
these values. Notice that the cost function is used together with the constraints
as specified in the schema (section 2). Thus, for all possibilities indicated by
the constraint paths in the schema, an optimal solution (w.r.t. the definition of
the cost function) can be obtained by calculating the overall minimal weighted
distribution configuration. In literature, more complex cost functions can be
found that could be applied in this situation; several partitioning/paginating
algorithms make use of a similar approach [4].

3.3 Continuous Distribution

When a user is engaged in a distributed interaction session, changes in her/his
interaction space may trigger dynamic changes in the distribution of the user
interface. Two main causes of environment changes can be distinguished in this
context: client devices entering or client devices leaving the interaction space.

When a client leaves the interaction space its registration with the IDD will
be canceled. This implies that the user interface of the service the client was
interacting with must migrate to another substitute device without disturbing
the execution of the application. Therefore, the IDD looks for a client in the
environment that satisfies the requirements of the service user interface and
migrates the generated XHTML document to the new client. When a new client
enters the environment it announces its presence and sends its device profile



Light-Weight Distributed Web Interfaces 201

to the IDD. If the new client device better fulfills the requirements for a user
interface of a particular service already running in the interaction space, the IDD
can decide to migrate the service interface to the new client (based on the cost
function C).

4 Implementation Architecture

For a client to support user-driven distribution the only requirements are a net-
work connection and an XHTML compliant browser that supports JavaScript
and the XMLHttpRequest object3. This object can be used from within Java-
Script code and enables the client to submit and receive XML data in the back-
ground without the need to reload the entire page. This is important because
clients and applications communicate with each other by sending XML-based
action and event messages. If the user performs an action, an action message
is sent to the IDD. This action message is forwarded to the application that
executes the action. The application on its turn can trigger an event and send
an event message to the IDD with updated state information. The IDD now for-
wards this event message to all clients that registered as being interested in this
particular event type. Notice that with this approach a user action performed
on one device may trigger an event that is sent to multiple devices. The inter-
face rendered on all of these client devices will be updated according to the new
application state.

One of the main challenges we identified is that web browsers are focused on
stateless client-server communication, while our communication model assumes
bidirectional communication. This bidirectional communication is accomplished
by sending a LISTEN4 request to the IDD. However, the IDD does not answer
this request immediately but waits until it receives an action or event message
and forwards this message to the application or clients respectively by replying
the appropriate LISTEN request(s) with the corresponding message attached.

To realize system-driven distribution the client devices in the environment
need extra software to enable them to respond to the discovery messages from the
IDD. The Distribution Client (DC) is responsible for this functionality. When
it receives a discovery message, it responds by sending the device profile of the
client to the IDD using an HTTP PUT-message. When the DC is started, it
also announces itself to the IDD. When the IDD receives this announcement, it
requests the device profile of the client device. This, again, is sent to the IDD
through an HTTP PUT-message. A last responsibility of the DC is to listen for
migration requests of the IDD. If the IDD wants the client to render an appli-
cation service interface, it sends the interface’s URL to the DC which redirects
the client’s browser to this URL. As a proof of concept we used Universal Plug
and Play5 (UPNP) for our discovery infrastructure.

3 http://developer.apple.com/internet/webcontent/xmlhttpreq.html
4 We added support for the LISTEN HTTP method to the IDD
5 http://www.upnp.org
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5 Conclusions and Future Work

The distribution of application user interfaces is an interesting concept in cases
where a mobile user needs more functionality then her/his personal device offers
(e.g. more screen space, more processing power, . . . ). In this paper we presented
a light-weight infrastructure to support this distribution process and we showed
that distributing a user interface among heterogeneous devices is possible using
existing technologies.

However, more research is necessary to support effective continuous distri-
bution based on context information that is gathered from the environment,
platform, available services and users.

On the following URL more information is available: http://research.edm.
luc.ac.be/cvandervelpen/research/icwe2005/.
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Abstract. Data modeling for Web Applications needs to be guided not
only by the specific requirements of a particular application, but also
by the goal of maximizing interoperability between systems. This ne-
cessitates the adoption of widely accepted design methods and a set of
rich, theoretically motivated principles for organizing data in ontologies.
This paper presents one set of such principles. It is based on the obser-
vation that current ontologies emphasize the abstraction mechanism of
generalization but ignore the various forms of aggregation. We explore
possible techniques for modeling aggregation with OWL, investigate the
semantics of aggregation, and consider the merits of aggregation over
generalization for modeling knowledge in particular situations.

1 Introduction

Aggregation is variously defined as1

– The act of aggregating, or the state of being aggregated; collection into a
mass or sum; a collection of particulars; an aggregate. (Webster’s Revised
Unabridged Dictionary)

– several things grouped together or considered as a whole (WordNet 2.0)
– <programming> A composition technique for building a new object from

one or more existing objects that support some or all of the new object’s
required interfaces. (The Free On-line Dictionary of Computing)

These definitions show that some form of aggregation is useful when thinking
about conceptual entities that are somehow constituted from smaller, self con-
tained entities.

In data modeling, aggregation and generalization are two major forms of
abstraction that can help organize data [11]. Similarly, object oriented analysis
and design as implemented in the Unified Modeling Language (UML)2 includes
these abstraction mechanisms. However in spite of its widespread use, aggrega-
tion appears to be a troublesome concept. In data modeling, the term is used
in several distinct senses. While [10] considers an attribute which includes a nu-
meric quantity and the unit of measure (e.g. “12 cases”) a form of aggregation,
1 All definitions from http://www.dict.org
2 http://www.uml.org

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 285–295, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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[9] defines an aggregate object as a “named collection of other objects and their
connections” which is useful for describing the model, but is not itself imple-
mented. In UML the semantics of aggregation has not been made clear. Martin
Fowler laments that “... the difficult thing is considering what the difference is
between aggregation and association” [3]. Aggregation is sometimes treated as
part-of, as in “a wheel is part of a car”. Indeed this part-whole aggregation seems
to be the sense that is often illustrated in connection with UML aggregation.
However, the part-of relation is only one of many possible aggregation mech-
anisms, and is itself problematical partly because of its diverse semantics [2].
Since the representation of part-whole hierarchies is of primary importance in
medical informatics, its use in ontologies has been widely investigated [8], and
will not be further considered here.

The literature on semantic data modeling also considers the role of various
sorts of aggregates and composites in data modeling. A primary aim of semantic
data modeling is to model objects and the relationships between them directly
[1], for the purpose of constructing databases whose organisation mirrors nat-
urally occurring structures, under the assumption that this will make it easier
to represent the primitives of a problem domain than if they first had to be
translated into some sort of artificial specification constructs [4]. In defining the
Semantic Data Model (SDM), [4] specifies a number of possible groupings:

1. grouping class - based on shared attribute (e.g. ship types contains groups
of similar types of ship)

2. enumerated grouping class - useful when we wish to group similar types, but
there is no clear attribute to define the type. This is a class whose members
are other classes. (e.g. types of hazardous ships)

3. user-controllable grouping class - simple aggregates of arbitrary elements in
a class. This is a class whose members are themselves members of a different
class. Once again the member elements are of the same type (e.g. convoy)

Along similar lines [6] introduces composition and collection as methods for
aggregation in the Format Model. The currently relevant constructor is collection
which “ ... allows one to specify the formation of the sets of objects, all of a
given type” [6] (p. 522). For example a convoy is a set of ships and staff
is a collection of staff-member, which is in turn a classification (a sort of
generalization) of faculty-member and support-employee.

Given the somewhat conflicting views of aggregates, there is sometimes a
confusion in modeling about whether or not aggregation or generalization is a
more useful way to model a particular relationship. For example [13] considers
the “eagle/species problem” [14] in which it seems that an entity (eagle)
has to be represented as both an individual (instance of species) and a class
(set of all eagles), in order to accommodate the necessary domain facts. But
[13] argues that replacing some of the generalizations with an aggregation helps
solve the problem. Briefly, the main problem with the model was that eagle was
modeled as a subclass of species. But considering the Linnaean taxonomy sug-
gests that the relationship should be modeled as a form of aggregation in which
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the class species (more correctly, family accipitridae) is not a supertype,
but an aggregate of the classes eagle, hawk, etc. Replacing the generalization
with aggregation is part of the solution to the problem.

Turning now to a novel but we think natural source of information about
semantics, the linguist Anna Wierzbicka claims that concepts involving collec-
tions are even more common than the ones we have considered thus far [15]. In
fact, many of the concepts that might be commonly modeled as types are better
describes as collections. For example, “a gun is a subtype of weapon”, or “knife
is a subtype of cutlery” are erroneous modeling decisions because the categories
weapon and cutlery are not taxonomic. That is, the categories do not consist
of entities of a single type. Instead, they aggregate entities of different types into
one supercategory, with the aggregation based on one of several possible criteria.
These aggregation classes relate to particular human needs, which tend not to be
about the typology of things, but about their utility and origin. Thus weapon is
a concept that aggregates other concepts like gun or knife or sometimes even
feather-pillow on the basis of their possible functions. Clearly, classifying
feather-pillow a as a subtype of weapon would be odd. [12] presents the-
oretical arguments for the usefulness of the various class types in constructing
ontologies, which avoids odd classifications such as the preceding example. The
different categories of such aggregates are, briefly:

– purely functional (e.g. weapon). Artifacts are often made to fulfill specific
roles, so it is easy to think of a gun as a kind of weapon. But really it is an
artifact that can be used as a weapon. These categories are fuzzy and to
some extent open, such that almost anything could be a weapon but nothing
definitely is. Is a knife a kind of weapon? Is it a weapon as much as a gun
is? Is a rock a kind of weapon? Is a feather pillow a kind of weapon?

– functional + origin (Why is it there? “ What for?” and “ Where from?”).
As an example, the term vegetable means, roughly: “a thing of any kind
that people cause to grow out of the ground for people to cook for food”
[15], (p. 323). Similarly, medicines have a function to cure disease, but
must also be manufactured by people. This class classifies heterogeneous
entities by their function, origin, and sometimes mode of use. But they are
not collocations because the entities are not ’used together’.
The terms for these concepts have an interesting syntax in English: they
appear to be count nouns but their interpretation is not that of typical
count nouns. If I say “I had two vegetables for dinner”, I am likely to mean
two different sorts of vegetable (e.g. carrot and broccoli) rather than two
pieces of the same vegetable (e.g. two carrots). Compare this to “I have two
birds in my cage”, which could easily refer to two parrots.

– collocations. These have to be used/placed together in some sense.

• functional (e.g. furniture, tableware, nightwear). These are de-
fined by function but in addition, they have to be collected in a place
(and/or time). That they differ from purely functional categories is
demonstrated by the observation that a table that never made it out
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of the manufacturer’s warehouse is not furniture, but a home made
explosive device kept in the basement can still be considered a weapon.

• reason (why is it together?) (e.g. garbage, contents, dishes (as
in “dirty dishes” after a meal)). These are collections that require a
unity of place, but without reference to function. Leftovers form a
collection because they came from the same place/source: they have the
same immediate origin. The contents of a bag have all been placed
together by someone, for some reason.

While there appear to be some similarities between these linguistically hypoth-
esized categories and those proposed for semantic data models, there are three
important points of difference. First, the linguistic categories specify a set of
conditions under which natural collections exist, which potentially limits the
possible sorts of, for example, enumerated- and user controllable groupings in
[4]. Secondly, Wierzbicka’s non taxonomic supercategories are composed of het-
erogeneous types, whereas the semantic data model collections are of like types.
For example the functional category weapon consists of many diverse types
including handgun, intercontinental-ballistic-missile and, sometimes,
feather-pillow, whereas a convoy consists entirely in ships. But possibly
the most important feature of these categories is that they correlate with gram-
matical properties such as singular/plural, presence of determiners and numerals,
and so on. That is, it should be possible to determine if a category descriptor
belongs to one of these categories based on grammatical cues alone. This is not
only of considerable theoretical interest, but also enhances the process of auto-
matic ontology generation. In summary these linguistically motivated categories
are nontaxonomic supercategories that complement taxonomic supercategories
and previously identified categories that are aggregations of like types, and can
be automatically discovered on the basis of their grammatical status.

The theoretical basis for the usefulness of these categories for constructing
ontologies appears in [12]. In the present paper, we explore different ways of cap-
turing their semantics in OWL. The suggestions are in the spirit of the Semantic
Web Best Practices and Deployment Working Group3 in providing engineering
guidelines for OWL developers, rather than a rigorous formal semantics. How-
ever, we will see that the subtle semantics inherent in these categories will require
a novel way to represent meaning.

2 Implementation

There are two immediately obvious approaches to implement these collections in
OWL, both involving their own drawbacks. Both approaches involve using enu-
merated classes, where the class is defined simply by enumerating its members,
and implemented with rdf:parseType=”Collection”. In what follows, we investi-
gate the relative merits of each proposal. We will also see that a novel technique
is required for expressing all four distinct semantic relationships with the same
formal representational device.
3 http://www.w3.org/2001/sw/BestPractices/
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2.1 Sets of Sets (SOS Solution)

One possibility is that the different sorts of heterogeneous collections be treated
as set of sets. Thus, for example, vegetable is considered as a set that acts as
a container for a collection other sets. The members of the set are other sets like
carrot, tomato, and so on. Consider the difference between the subclass view
of vegetable as (1) a set which has subsets carrot and tomato versus (2)
vegetable as a set which has as elements the sets carrot and tomato:

1. Svegetable == {carrot1, carrot2, tomato1, tomato2}
(a) Scarrot == {carrot1, carrot2}
(b) Stomato == {tomato1, tomato2}

2. Svegetable == {Scarrot, Stomato}

The subset relationship in 1. expresses the semantics of the subtype interpreta-
tion of is-a. Carrot1is an element of the set carrot and it is also a member of
the set vegetable. It is a subtype because it can be picked out with other “like”
elements of vegetable to form a subset. But once again it is literally true that
a carrot (e.g. carrot1) is a vegetable because it is also an element of vegetable.
Conversely, any defining property that is true of the members of vegetable must
also be true of the members of carrot.

But the suggested representation in 2. is quite different. Here, the elements
of the set vegetable are other sets. The set vegetable is an abstract entity that
has other sets as members, not the elements of those sets. All we can say about
carrot1is that it is an element of carrot, and not that it is an element of vegetable.
Since an instance of the set carrot is not also an instance of the set vegetable, it
follows that “two carrots” are not “two vegetables”, as the linguistic intuition
requires.

This solution implements the set of sets idea by defining the class vegetable
as consisting of an enumerated collection of the sets comprising the class, as
shown below.

<owl:Class rdf:ID=”Vegetable”>
<owl:oneOf rdf:parseType=”Collection”>
<owl:Thing rdf:about=”#Carrot”/>
<owl:Thing rdf:about=”#Tomato”/>

</owl:oneOf>
</owl:Class>

This solution retains important components of the meaning. For example ’two
vegetables’ can be interpreted as referring to two elements of the set vegetable,
which in this example are the sets carrot and tomato. So if I had ’two vegetables’
for dinner then I would have had two ’types’ of vegetable as required. There are
two drawbacks of this solution. The first is that it can only be implemented in
OWL-Full because it requires classes to be treated as individuals. In this case
inference becomes undecidable [5], so that automatic classification and consis-
tency checking becomes impossible. Second, properties cannot be inherited from
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the collection class to its members, which are individuals. In OWL, property re-
strictions are only inherited by subclasses. We will explore this problem in more
depth after we consider the second possible implementation.

2.2 Union of Sets (UOS Solution)

The following solution has the advantage that it is compatible with OWL-DL.
Once again we use a collection class, but this time it is defined as the union of
the component sets:

<owl:Class rdf:ID=”Vegetable”>
<owl:unionOf rdf:parseType=”Collection”>
<owl:Class rdf:about=”#Carrot”/>
<owl:Class rdf:about=”#Tomato”/>

</owl:unionOf>
</owl:Class>

This class axiom states that the class extension of Vegetable exactly corresponds
to the union of the class extensions of Carrot and Tomato. This results in a
set that is identical to definition 1., but it specifically disables the inheritance
of properties that is made available through the rdfs:subClassOf property. The
definition also loses the desirable property of the previous solution that the types
of vegetable can be treated as pseudo-substances. In the present definition “two
vegetables” could refer to two individual carrots. In this sense the definition
captures the semantics of collections less faithfully than the first proposal.

2.3 Unique Features

We have previously noted that one potential problem is that neither of the pro-
posed solutions will result in the contained classes inheriting properties from the
container classes. For example, it might be useful to have all vegetables have
a property hasVitamin. Then carrot might have vitamin A and C, tomato
C and D, and so on. If carrot and tomato were (standardly) defined as sub-
classes of vegetable and hasVitamin had vegetable as its domain, then all
subclasses of vegetable would inherit the property. If the range were further
restricted in each subclass to the union of the appropriate (member of the disjoint
classes of) vitamin, this would serve as a constraint in assigning the vitamin
contents of each instance of carrot, for example. But this is not possible if the
subclass relationship is not explicitly defined. To overcome this limitation we in-
troduce a unique solution by introducing some further concepts in the ontology.
We will demonstrate this with the SOS approach, since many of the steps are
identical for UOS.

The first point is that, since carrot and so on are no longer modeled as
subclasses of vegetable, we need to decide if they are subclasses of something
else. One reference source that can help identify the superclasses (hypernyms) of
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Sense 2
carrot, cultivated carrot, Daucus carota sativa

=> plant, flora, plant life – (a living organism lacking the power of
locomotion)

=> entity – (that which is perceived or known or inferred to have its own
distinct existence (living or nonliving))
Sense 3
carrot – (orange root; important source of carotene)

=> root vegetable – (any of various fleshy edible underground roots or
tubers)

=> food – (any solid substance (as opposed to liquid) that is used as a
source of nourishment; ”food and drink”)

=> entity – (that which is perceived or known or inferred to have its
own distinct existence (living or nonliving))

Fig. 1. Relevant WordNet senses for carrot, showing a selection of their hypernyms

words in everyday English is WordNet4 which classifies nouns according to the
is-a-kind-of relation [7]. There is some evidence that WordNet classifications are
useful in constructing ontologies (e.g. [13]). Figure 1 shows selected hypernyms
for carrot.

The first point of note is that there are two distinct relevant senses of carrot,
only one of them being the vegetable sense we are discussing. The second sense
classifies carrot as a type of plant (among other things). Since we are suggesting
that vegetable is not a taxonomic concept we take only the hyponymy in sense
2 into consideration. Thus carrot is modeled as a subclass of plant. In order
to represent that vegetable is an aggregate concept, we create a separate
hierarchy of concepts to represent the four possible kinds of non taxonomic
aggregations that the linguistic descriptor is-a can indicate. Figure 2. is a screen
shot of the Protege ontology editor displaying these classes5.

Interestingly aggregation (group, grouping) appears in WordNet as one of the
unique beginners in the noun hierarchy. It is of considerable theoretical interest
that WordNet independently assigns such priority to this concept, strengthening
arguments both for the utility of WordNet in structuring domain ontologies, and
for the present use of aggregation in modeling real world domains.

But now we have a way to tackle the problem of property inheritance. In
figure 2 we show a property hasVitamin whose domain is defined as vegetable.
We can then create an instance of vegetable, say carrot1, which gives the
desired result of instantiating the hasVitamin property. In OWL it is possible to
define individuals with multiple types, so we add the type definition for carrot
to carrot1 so that the individual can instantiate the properties of carrots
as well. The net effect is that carrot1 now has all properties from plant and
vegetable.

4 http://wordnet.princeton.edu
5 Notice that vegetable is a subclass of function origin. This is not strictly speak-

ing correct. A cleaner approach might be to use the metaclass facility. However, this
is not possible with OWL-DL
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Fig. 2. Protege showing definition of collection classes

Unfortunately this solution as implemented with SOS introduces a severe
problem. In the definition of vegetable we stipulate that its only instances are
the classes carrot and tomato (“asserted conditions” in figure 2). But this
will prevent the creation of an ordinary instance vegetable:carrot1 , unless it
was inferred that carrot1 was the same as either one of the defined members
carrot or tomato.

Let us now turn to the UOS solution. It is obvious that the only difference
is that we define vegetable as:

V egetable ≡ Broccoli � Carrot � Lettuce � Spinach � Tomato

One immediate negative outcome is that some of the desirable semantics is lost:
now, “two carrots” are also “two vegetables”. But the opposite result that in-
stances of vegetable are also instances of carrot is exactly what is required
for solving the property inheritance problem as suggested above. The solution
will therefore work in UOS. An individual carrot1 can be defined with multiple
types carrot and vegetable. Alternatively two differently named individual
instances of the two classes can be equated with owl:sameAs as shown below.

<Vegetable rdf:ID=”carrot”>
<owl:sameAs>
<Carrot rdf:ID=”carrot1”>
<owl:sameAs rdf:resource=”#carrot”/>

</Carrot>
</owl:sameAs>

</Vegetable>

Either method will allow inheritance of properties from both classes. The other
consequence of the change in definition is that the taxonomy is OWL - DL,
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allowing us to take advantage of available description logic reasoners. Classi-
fying the taxonomy with Racer then reveals the result shown in figure 3. The
inferred hierarchy is identical to an ontology that might have been built with
more “traditional” approaches in which the subclass relationships were asserted.
Retaining the originally asserted hierarchy as the foundational ontology main-
tains the benefit of explicit semantics while computing subsumption relations
is beneficial for downward compatibility with ontologies in which the subclass
relations are asserted.

Fig. 3. Asserted and inferred hierarchies for the UOS solution

TO summarize thus far, it seems that SOS will not work, but UOS will work
with one possible exception. But an important novel feature of the solutions is
that the semantics of the categories is explicitly represented because the nature
of the aggregation can be “read off” the ontology. In this example the reason for
the category can be defined in that it represents a collection of entities that serve
the same purpose or function (to provide a certain kind of nutrition) and have
the same origin (growing in the ground). The specific function and origin are
therefore facts that can be represented in the ontology. Perhaps the usefulness of
this is less obvious for vegetable than a concept like weapon. Here, division
into subclasses would appear odd if the subclasses of weapon included gun,
knife, ice-pick, feather pillow, and deck chair. Collecting them in an
aggregation whose intent was defined would clear up the mystery.
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As a result of creating a separate hierarchy for aggregations, a third possible
implementation solution presents itself. Called this the Instance Solution (IS), it
involves modeling vegetable as an instance of function origin, rather than
as a subclass. The motivation for this solution is that it overcomes a possibly
awkward feature of the previous solutions, that the subclass structure of, say,
vegetable, is defined through the collection feature of OWL. If a new kind of
vegetable were to be added, vegetable would be redefined. It is necessary under
this proposal to create two more properties hasMember (domain: aggregation,
range: plant in the current example) and its inverse memberOf to describe the
relationship between the various subclasses of plant and the instances of the
aggregation classes. These properties can be used to infer the instances (and
therefore the classes) that are associated with the different kinds of aggregation.

Unfortunately there are drawbacks to this solution also. First, there is now
no definition of the aggregate classes in the ontology. That is, there is no reason
why tulip, gun, or anything else could not be made a memberOf vegetable.
Second, direct inheritance of properties from vegetable is not possible because
vegetable is now an instance. One possible workaround for this is to define
datatype properties for the aggregate classes that can be used to describe the
purpose of their instances. In our implementation we have three such properties
(function, origin, and purpose) which can be used in various combinations to
describe each instance of the subclasses of aggregation. For example veg-
etable has function:eating, origin: grown in ground. This can be used by an
application to infer additional properties for an instance of carrot through its
memberOf:vegetable property.

3 Conclusion

We have suggested that aggregation is a useful alternative to generalization
for some concepts. We investigated three approaches to modeling aggregation
in OWL-DL. Each has their advantages and drawbacks. The second approach,
UOS, seems most useful, but the last approach, IS, also has some merit. We
have also noted that none of the approaches can fully capture the intended
semantics, and suggested some possible ways in which a more complete semantics
can be captured in more expressive logics. However, the research agenda involves
an evaluation of the usefulness of these slightly imperfect implementations in
developing workable ontologies in a tractable logic like OWL-DL.
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Abstract. This paper proposes an efficient compression method for
parsed XML. Our method involves structure-based compression (SBC).
In contrast to SBC, our method recursively inputs compressed parsed
XML by parsing template instances as a node. Simulation results show
that our method can reduce the memory requirements for real XML
contents by almost 18%, and retains its compression efficiency even if
the application domain changes, while that of SBC varies depending on
the structural templates provided. One application of our method is to
accelerate the response to native XML database queries.

1 Introduction

XML is increasingly used as a data format for adapted contents delivery which
involves the integration of material from several source XML documents accord-
ing to the user’s preference and device capability.

For storing XML documents, which are targeted for adaptation, native XML
databases(NXDBs) are suitable. Because they efficiently support XML-specific
capabilities not included in most relational databases(RDBs) currently available.
However, NXDB still has considerable points compared to RDBs. One point is
at the access level. Large volumes of XML data stored in textural form are hard
to access, because parsing is an expensive process. To improve the speed of ac-
cessing XML data, caching parsed XML in-memorycan be a promising approach.
However, parsed XML has huge memory requirements [4].

In this paper, we propose an efficient method for compressing parsed XML.
It uses structure-based compression (SBC) in which the structural information
of parsed XML is replaced by structural templates given in advance [5]. Fur-
ther, it replaces the structures in compressed XML, which also include template
instances, with structural templates. This enables higher compression efficiency
through the use of small templates, which can be more easily created, than is
offered by SBC with the same structural templates. Simulations verify the effi-
ciency of our method, and prove that it well handles even actual XML in terms
of the compression ratio.

Eqauations and terms in this paper are refered to Appendix.

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 296–301, 2005.
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2 Structure-Based Compression

With structure-based compression(SBC), parsed XML can be compressed while
still supporting the ability of prompt traverse. The basic idea of SBC is to
substitute the pure structure with structural templates given in advance [5].SBC
is defined as below.

Method 1 Structure-based compression replaces subgraph G′ ⊆ G with template
instance T ′ ⊆ Ti, when G′ = g ⊆ G∗ and joint type of edge, which joins ∀v ∈ G′

and w ∈ (G ∩ G′), equals J∗ of isomorphism φ(v) = ν∗ ∈ g.

It is obvious that compression efficiency increases with the number of nodes in
the templates and the frequency with which the templates are used. The level
of efficiency is, however, somewhat suspect since it strongly depends on the
XML data and chosen templates. To make SBC generally practical, we have to
identify the set with the best (or quasi-best)structural templates that minimize
the total data size of the templates set and compressed XML . In other words,
we have to find large and frequent sub-trees in the forest, and this is, in general,
a time consuming process [6]. Moreover, SBC has to minimize the data size of
the template set. Because SBC must have a template set to extract compressed
XML, the best structural templates must offer the minimum data size of template
set.

3 Recursive SBC

3.1 The Basic Idea

Our method avoids the difficulties associated with identifying the best templates;
it achieves higher compression efficiency with the use of small template sets, i.e.
few structural templates, that have few nodes, than is true with SBC. In general,
small template sets are easier to create and their data size can be made reduced.
However, in SBC, their compression efficiency is small. Our method is defined
below.

Method 2 In Method 1, our method contracts graph G’ into node vG′ �∈ G.
That is, our method generates contracted graph G/G′. Moreover, our method
recursively inputs G/G′ as G.

A unique characteristic of our method is that it replaces subgraphs, which
also include template instances, with structural templates. In other words, our
method replaces subgraphs with combined structural templates. That is, while
the data size of template sets is small, the compression efficiency of our method
with the small template sets is the same with that of SBC with the large tem-
plate sets, which consist of templates combined with each template in the small
template sets.

Since our recursive matching approach contributes that the number of times
that structural templates are applied exceeds that with SBC. Since templates
are replaced more frequently, our method has higher compression efficiency than
SBC assuming the use of the same template set.
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3.2 Comparison of Memory Consumption

To evaluate the efficiency of our method, we compared the memory consumption
of parsed XML treated by our method to those required by non-compressed
parsed XML and SBC-treated XML. Memory consumption follows the definition
by [5]. The memory consumption of non-compressed parsed XML U(x) and that
of parsed XML treated by SBC C(x) are given by equations (1)(2)(3).

We acknowledge that our method incurs some recursion overhead because it
generates a new node to contract subgraphs for each template application. Thus,
our method may be, overall, worse than SBC if the overhead exceeds the gains
made in compression efficiency. We define the memory consumption of parsed
XML treated by our method C∗(x) that is given by equations (4)(5).

4 Simulation

4.1 Conditions

We conducted a simulation to examine the space efficiency of our method. In
this section we compare memory consumption C(x), C∗(x) for each site. We
implemented our method and SBC using Apache Xalan’s DTM. We used a
simple algorithm to find every place at which the structural template matched
the XML documents. For each XML document, every structural template was
tested as to whether it matched the subtree rooted by each node in the depth
first manner from leaf node side. After that, our method recursively processed
the compressed XML. To solve recursion overhead problem of our method, we
applied a simple recursion terminating algorithm; our method compares the
current results, i.e., compression ratio, of recursion with the previous results, and
if the current results are worse than the previous results, recurison is terminated
and the previous results are output.

Table 1. Sample data information

# of Ave. file Ave. # of
Site documents size [KB] nodes contents

A 933 27.4 1143.7 rumors, tips about misc. topics

B 629 17.0 698.2 technology-related news article

As the input XML documents, we collected HTML documents from two web
sites (Table 1). By complementing the illegal notation in HTML documents,
we translated them to valid XML documents. Some elements or tags of the
documents were complemented in advance to yield validated XML. Note that, we
treated a single HTML file as a single document in this simulation. We carefully
chose 6 structural templates to compare our method with SBC (Figure 1). The
rule of making our templates is that when we combine our templates by using
recursive SBC, we get templates used in [5].
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#0 #1

#2

#3

#4

#5

Fig. 1. Structural templates used in simulation. Filled and hollow circles represent
open-joint information and nodes, respectively. The relationships are represented by
arrows. Note that, we took care of components of templates’ open-joint information
for Apache Xalan to permit parsing of the compressed XML

4.2 Simulation Results and Discussion

The simulation results show that our method is better than SBC(Figure 2). In
terms of average compression ratio, moreover, its compression efficiency remains
high even if the application domain changes, while that of SBC falls depending
which structural templates were given in advance. Considering the use of our
method in NXDB, the latter result supports our contention that our method is
better than SBC. In general, the structures of XML data in NXDB are defined by
various schema to better utilize the NXDB characteristic, which is that NXDB
can treat native XML data. In this case, our method performs more efficiently
than SBC. Moreover we discuss the relationship between NXDB performance
and compression ratio. Assuming that the time taken to put XML data into
memory is much shorter than that taken for XML processing, the average pro-
cessing speed without any compression method S is given by equation (6). On
the other hand, the average processing speed with compression method S′ is
given by equation (7). Thus, the progress rate of processing speed by compres-
sion R is given by equation (8). If cache hit ratio h and parsing cost r are high,
equation (8) shows that R can be made very high by increasing compression
rate Cr. This assumption is reasonable when querying NXDB for two reasons.
The first reason is that parsing is an expensive process and unsuitable when ran-
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Fig. 2. Compression ratios of compressed pared XML created by our method and SBC
for the documents of sites A (a) and B (b).The average compression ratios are written
in parentheses
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domly accessing individual elements of a data structure (i.e., querying process).
The other is that caching XML documents is effective, because we can assume
the locality of data querying from NXDB is high.

Other approachs to improve the speed of XML process, [3], [2] and [1] are also
text based approaches, but aim at query-enabling XML compression. However,
they do not well support content adaptation because content adaptation requires
the partial addition, deletion, and alternation of XML documents. To support
these features, the whole XML document should be kept in parsed form, and
the compression of parsed XML should be considered.

5 Conclusion

This paper proposed an efficient method for compressing parsed XML. It replaces
the structures in compressed XML, which also includes template instances, with
structural templates. This enables higher compression efficiency through the use
of small templates than is possible with structure-based compression (SBC) [5]
with the same structural templates. Simulations showed that our compression
ratios were better than those of SBC in the two actual sites examined. More-
over, they showed that our method keeps its compression efficiency even if the
application domain changes, unlike SBC since the latter must use the structural
templates given in advance.

Our future work includes evaluating the impact of our method on the time
needed for querying. This paper used only simulations to examine the compres-
sion efficiency and why the compression of parsed XML can accelerate query
speeds. We will elucidate how much our method can decrease the time needed
for querying.
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Appendix: Terms and Equations

Terms in this paper:
Parsed XML is a graph Gs = (Vs, Es). Each node vs ∈ Vs has node type, name,
and value. Each edge es ∈ Es has relationships.
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Relationship is a set of edge types between nodes, i.e., parent, first child, and
previous and next sibling.
Pure structure is a graph G = (V, E), where E = (ε, J), where ε ⊆ [V ]2, and
J is a set of relationships. In contrast to parsed XML, it is unconcerned with
node type, name and value.
Open-joint information is a set of references between a node included in a
structural template and an outside node. Let open-joint information Ex = (ν∗,
J∗), where ν∗ ⊆ V ∗ and J∗ is the relationship between ∀v ∈ ν∗ and w ∈ (V ∩V ∗).
Structural template is a data structure to represent a fragment of the pure
structure. Let a structural template T = (T ∗

id, G∗, Ex), where T ∗
id is a set of

template identifiers, and G∗ is a set of fragments of the pure structure G.
Template instance is a data structure to represent a part of parsed XML in
compressed XML. It consists of an instance identifier Tid, a reference to the
structural template T ∗

id, node information Vt, and outer joint information Et.
Let a template instance Ti=(Tid, T ∗

id, Vt, Et).
Equations1 in this paper:

U(x) = 4 · 4Nx + 4 · 2Nx + D(x), (1)

C(x) = 4(
∑

A(ti, x)(J(ti) + 2) + 4Mx) + 4 · 2Nx + D(x), (2)

Mx = Nx −
∑

A(ti, x) · Nti , (3)

C∗(x) = 4(
∑

A∗(ti, x)(J(ti) + 2) + 4M∗
x) + 4 · 2Nx + D(x), (4)

M∗
x = Nx −

∑
A∗(ti, x) · Nti +

∑
A∗(ti, x), (5)

S = ((1 − r)W )h + (r · W + (1 − r)W )(1 − h), (6)
S′ = (r · W + (1 − r)W )(1 + Cr)h

+(r · W + (1 − r)W )(1 − (1 + Cr)h), (7)

R =
S − S′

S
=

h · r
1 − r · h · Cr (8)

1 Explanatory note: U(x):memory consumption of non-compressed content, C(x):that
of content treated by SBC, C∗(x):that of content treated by our method, Nx:# of
nodes in content x, D(x):the sum of string data, Mx: # of nodes for which no tem-
plate was applied, ti:i-th structural template, A(t, x):# of times structural template
t occurs in content x, J(t) is the size of joint information for structural template t,
M∗

x :# of nodes to which no template was applied even our method applying, A∗:#
of times structural template occurs in content, S:average processing speed without
any compression method, S′:that with compression method, R:progress rate of that
by compression, W :the whole XML processing speed, r:the time cost ratio of the
parsing process among all processes, h:the cache hit ratio, and Cr:the compression
ratio
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match(request){  
  resultMatch = empty_list;  
  forall adv in advertisementsDB do{ 
    if match(request, adv) then 
    resultMatch.add(adv,degreeMatch)}  
  return sort_Result(resultMatch);  
} 

match(request, adv){  
  degreeUser = user-definedMatching;  
  if (degreeUser = Fail)return Fail;  
  else( if (inputMatch(req,adv)!= Fail)  
          degreeInput = inputMatch(req,adv);  
        else return Fail;  
        if (outputMatch(req,adv)!=Fail);  
          degreeOutput= outputMatch(req,adv);  
        else return Fail;  
        if (operationMatch(req,adv)!=Fail)   
          degreeOperation= operationMatch(req,adv);  
        else return Fail;  
  return 
round_avg(degreeInput,degreeOutput,degreeOperation)  
} 



inputMatch(request, adv){  
  degreeMax = 0; 
  for all inputAdv in adv do{ 
    for all inputReq in request do{ 
      if( checkOntology(inputAdv, inputReq)){ 
        degree = computDegree(inputAdv, inputReq); 
        if degree>degreeMax then degreeMax=degree;} 
      else{ if{checkDescription(inputAdv, inputReq){  
              d = computeDistance(inputAdv, inputReq)  
              if (d>threshold) return fail;  
              else{ if d>degreeMax then degreeMax = d;}  
            else return fail} 
  return degreeMatch 
} 

computDegree (A, B){  
  if (A=B) return exact;  
  if (A subsumes B) return subsumes;  
  if (B subsumes A) return plug-in;  
  otherwise return fail;  
} 

=

=
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Abstract. The design and organization of a website reflects the authors
intent. Since user perception and understanding of websites may differ
from the authors, we propose a means to identify and quantify this differ-
ence in perception. In our approach we extract perceived semantic focus
by analyzing user behavior in conjunction with keyword similarity.
By combining usage and content data we identify user groups with re-
gard to the subject of the pages they visited. Our real world data shows
that these user groups are nicely distinguishable by their content focus.
By introducing a distance measure of keyword coincidence between web
pages and user groups, we can identify pages of similar perceived interest.
A discrepancy between perceived distance and link distance in the web
graph indicates an inconsistency in the web site’s design. Determining
usage similarity allows the web site author to optimize the content to
the users needs.

1 Introduction

Web Mining provides many approaches to analyze usage, user navigation behav-
ior, as well as content and structure of web sites. They are used for a variety of
purposes ranging from reporting through personalization and marketing intelli-
gence. In most cases the results obtained, such as user groups or clickstreams,
are difficult to interpret. Moreover practical application of them is even more
difficult. We would like to present a way to analyze web data giving clear recom-
mendations for web site authors on how to improve the web site by adapting it to
user’s interest. For this purpose we have to first identify and evaluate the interest.
Since we analyze corporate web sites that mainly provide information, but no e-
commerce, there is no transactional data available. Transactions usually provide
insight into the user’s interest: what the user is buying, that is what he or she is
interested in. But facing purely information driven web sites, other approaches
must be developed in order to reveal user interest. Our goal is to automatically
generate recommendations for information driven web sites enabling authors to
incorporate user’s perception of the site in the process of optimizing it.

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 308–317, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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We achieve the goal by combining and analyzing web site structure, content
as well as usage data. For the purpose we collect the content and structure data
using an automatic crawler. The usage data we gather with the help of a web
tracking system integrated into a large corporate web site. The content and
structure data are collected by a crawler.

Contribution: Combining usage and content data and applying clustering tech-
niques, we create user interest vectors. We analyze the relationships between
web pages based on the common user interest, defined by the previously created
user interest vectors. Finally we compare the structure of the web site with the
user perceived semantic structure. The comparison of both structure analyses
helps us to generate recommendations for web site enhancements.

Related Work: A similar approach is described by Zhu et al in [15]. The Authors
analyze user paths to find semantic relations between web pages with the aim to
improve search by constructing a conceptual link hierarchy. Mobasher et al. [8]
combine user and content data in a similar way in order to create content profiles.
These profiles are used in a framework for web site personalization. Mobasher
and Dai analyze user behavior in context of the Semantic Web in [5], using the
advantages of ontologies and taxonomies. User Interest is also the focus of Oberle
et al. in [9]. They enhance web usage data with formal semantics from existing
ontologies. The main goal of this work is to resolve cryptic URLs by semantic
information provided by a Semantic Web. In our approach we do not use explicit
semantic information, because Semantic Web extensions are not available for the
web sites we analyze. How semantic information from a Semantic Web can be
provided and applied is covered by Berendt et al in [1]. Like Cooley describes
in [4], we also combine Web Content, Structure and Usage. Cooley uses their
combination for a better data preprocessing and product page classification. We
have instead chosen to use standard multivariate analysis for identification of
user and content cluster. In [12] we have outlined a technique for smoothing the
keyword space in order to reduce dimensionality and improve clustering results.

A comparison of perceived user’s interest and author’s intentions manifested
in the web site content and structure can be regarded as a web metric. A system-
atic survey of web related metrics can be found at Dhyani et al. [6] and Calero
et al.[3]. Usability and information accessibility aspects of our approach can be
regarded in the context of Vanderdonckt et al.[14] presenting a guideline-based
automatic HTML check on usability of web sites.

Overview: Our approach is described in sections 2 through 4. In the sections 2.1
and 2.2 we describe different datasets, their preprocessing and the combination
of user and content data. The identification process of user interest groups is de-
scribed in 3.1 and 3.2. By comparing Web Site Structure with the user perceived
semantic structure of a web site, we identify discrepancies of the web site in
section 4. The application and evaluation of our approach is presented in section
5 by analyzing real world data of a corporate web site.
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Fig. 1. Our Approach

2 Data Preparation

For our approach we analyze usage as well as content data. We consider usage
data to be user actions on a web site which are collected by a tracking mechanism.
We extract content data from web pages with the help of a crawler. Figure 1
depicts the major steps of our algorithm. The data preparation steps 1 and
2 are described in 2.1. Section 2.2 describes step 3, where usage and content
data are combined. Further the combined data is used for the identification of
the user interest groups in 3.1. To identify topics we calculate the key word
vector sums of each cluster in 3.2. Step 5, in which probabilities of a web page
belonging to one topic is calculated, is explained in 3.2. Afterwards in 4.1 the
distances between the web page are calculated, in order to compare them in the
last step 4.2 with the distances in the link graph. As a result we can identify
inconsistencies between web pages organized by the web designer and web pages
grouped by users with the same interest.

2.1 User Data Extraction and Cleaning

A tracking mechanism on the analyzed web sites collects each click, session
information as well as additional user details. In an ETL (Extraction-Transform-
Load) process user sessions are created. The problem of session identification
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occurring with logfiles is overcome by the tracking mechanism, which allows
easy construction of sessions. The resulting session information was afterwards
manually cleaned by the following steps:

Exclude Crawler: We identify foreign potential crawler activity thus ignoring
bots and crawlers searching the web site since we are solely interested in user
interaction.

Exclude Navigational Pages: Furthermore we identify special navigation and
support pages which do not contribute to the semantics of a user session. Home,
Sitemap, Search are unique pages occurring often in a clickstream, giving hints
about navigational behavior but providing no information about the content
focus of a user session. Using i sessions and j web pages (identified by Content
IDs) we can now create the user session matrix Ui,j .

Content Data Extraction and Cleaning: The visited pages of a web site
are crawled and their content extracted.

Exclude Single Occurring Keywords: Keywords that occur only on one web
page can not contribute to web page similarity and can therefore be excluded.
This helps to reduce dimensionality.

Stopwords and Stemming: To further reduce noise in the data set additional
processing is necessary, in particular applying a stopword list which removes
given names, months, fill words and other non-essential text elements. After-
wards we reduce words to their stems with Porter’s stemming [10] method.

Ignore Navigation Bars: Due to the fact that the web pages are supplied by
a special content management system (CMS), the crawler can send a modified
request to the CMS to deliver the web page without navigation. This allows us
to concentrate on the content of a web page and not on the structural and navi-
gational elements. With help of the CMS we achieve a focused content selection
which others approaches like [11] concentrate on in detail. From these distilled
pages we collect textual information, HTML markup and meta information.

HTML-Tags, Metainformation: In [12] we have evaluated meta-information
and found that they are not consistently maintained throughout web sites. Also,
HTML markup cannot be relied upon to reflect the semantic structure of web
pages. In general HTML tends to carry design information, but does not em-
phasize importance of information within a page.

Number of Keywords per Web Page: From the web page text we have
extracted all words. In order to increase effectivity, one usually only considers
the most common occurring key words. In general the resulting key word vector
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for each web page is proportional to text length. In our experiments in section
5 we decided to use all words of a web page since by limiting their number
one loses infrequent but important words. Since we analyze single corporate web
sites, which concentrate on one area of interest, it is reasonable to have a detailed
content description to distinguish between only slightly different topics.

Navigational Pages: In order to have compatible data sets, we exclude navi-
gation pages, which we also eliminated from the above explained user data Ui,j .
From this cleaned database with j web pages (Content IDs) and k unique key-
words we create the content matrix Cj,k.

2.2 Combine User and Content Information

One objective of this approach is to identify what users are interested in. In order
to achieve this, it is not sufficient to know which pages a user has visited, but
the content of all pages in a user session. Therefore we combine user data Ui,j

with content data Cj,k, by multiplying both matrices obtaining a user-keyword-
matrix CFi,k = Ui,j × Cj,k. This matrix shows the content of a user session,
represented by keywords.

3 Reveal User Interest

3.1 Identify User Interest Groups

In order to find user session groups with similar interest, we cluster sessions by
keywords.

Number of Clusters: In order to estimate the n number of groups, we perform
a principal component analysis on the scaled matrix CFi,j and inspect the data
visually.

Select Start Partition for Clustering: In order to create reliable cluster
partitions with k-Means, we have to define an initial partitioning of the data.
We do so by clustering CFi,k hierarchically. We have evaluated the results of
hierarchical clustering using Single-, Complete- and Average-Linkage methods.
For all data sets the Complete-Linkage method has shown the best experimental
results. We extract n groups defined by the hierarchical clustering and calculate
the within group distance dist(partitionn). The data point with the minimum
distance within partitionn is chosen as one of n starting points of the initial
partitioning for the k-Means algorithm.

Identifying User Interest Groups by k-Means Clustering: The previ-
ously determined partitioning initializes a standard k-Means clustering assigning
each user session to a cluster. We identify user groups with regard to the subject
of the pages they visited, clustering users with the same interest.

To find out in which topics the users in each group are interested in, we
regard the keyword vectors in each cluster.
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3.2 Identifying Interest of User Groups

We create an interest vector for each user group by summing up the keyword
vectors of all user sessions within one cluster. The result is a user interest matrix
UIk,n for all n clusters. Afterwards we subtract the mean value over all cluster
of each keyword from the keyword value in each cluster.

Figure 2 shows two topic vectors. The keywords are spaced along the hori-
zontal axis, while the vertical axis represents the relative importance (or unim-
portance) of individual keywords to this user interest vector. One sees, that the
user perceived topics are nicely separable.
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Fig. 2. User Interest Vectors

4 Comparison Between User Perceived Semantic
Distance and Web Site Link Distance

4.1 Measure Distance of Keyword Coincidence

Having the keyword based topic vectors for each user group UIk,n available,
we combine them with the content matrix Cj,k × UIk,n from 2.1. The resulting
matrix CIj,n explains how strong each content ID (web page) is related to each
User Interest Group UIk,n. The degree of similarity between content perceived
by the user can now be seen as the distances between content IDs based on the
CIj,n matrix. The shorter the distance, the greater the similarity of content IDs
in the eyes of the users.

4.2 Identify Inconsistencies

Adjacency Matrix: We compare the above calculated distance matrix CIdist

with the distances in an adjacency matrix of the web graph of the regarded web
site. For this adjacency matrix we use the shortest click distance between two
web pages. This distance matrix is calculated by the Dijkstra Algorithm, which
calculates shortest paths in a graph.



314 Carsten Stolz et al.

Discrepancies: Comparing both distance matrices, discrepancy between per-
ceived distance and link distance in the web graph indicates an inconsistency
in the web sites design. If two pages have the similar distance regarding user
perception as well as link distance, then users and web authors have the same
understanding of the content of the two pages and their relation to each other.
If the distances are different, then either users do not use the pages in the same
context or they need more clicks than their content focus would permit. In the
eyes of the user, the two pages belong together but are not linked, or the other
way around.

5 Case Study

We applied the above presented approach to two corporate web sites. Each deals
with different topics and is different concerning size, subject and number of user
accesses. With this case study we evaluate our approach employing it on both
web sites. We begin with the data preparation of content and usage data and
the reduction of dimensionality during this process. See figure 1 for details of
the whole process.

5.1 Data Collection and Preparation

In all projects dealing with real world data the inspection and preparation of
data is essential for reasonable results.

User Data: Raw usage data consists of 13302 user accesses in 5439 sessions.

Table 1. Data Cleaning Steps for User Data

Cleaning Step Data Sets Dimensions (SessionID x Keyword)

Raw Data 13398 5349 x 283

Exclude Crawler 13228 5343 x 280

Adapt to Content Data 13012 5291 x 267

Content Data: 278 web pages are crawled first. Table 2 explains the cleaning
steps and the thereby following dimensionality reductions.

We have evaluated the possibility to reduce the keyword vector space even
more by excluding keywords occurring only on two or three pages.

5.2 Identification of User Interest Groups

In step 3 in figure 1 we combine user and content data by multiplying both
matrices obtaining a user-keyword-matrix CFi,k = Ui,j ∗ Cj,k with i = 4568
user sessions, j = 247 content IDs and k = 1258 keywords. We perform a
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Table 2. Data Cleaning Steps for Content Data

Cleaning Step Data Sets Dimensions (ContentID x Keyword)

Raw Data 2001 278 x 501

ContentIDs wrong language 1940 270 x 471

Exclude Home, Sitemap, Search 1904 264 x 468

Exclude Crawler 1879 261 x 466

Delete Single Keywords 1650 261 x 237

Delete Company Name 1435 261 x 236

principal component analysis on the matrix CFi,k to determine the n number
of clusters. This number varies from 9 to 30 cluster depending on the size of
the matrix and the subjects the web site is dealing with. The Kaiser criteria
can help to determine the number of principal components necessary to explain
half of the total sample variance, like in figure 3. We choose different number
of clusters varying around this criteria and could not see major changes in the
resulting cluster numbers. Standard k-Means clustering provided the grouping
of CFi,k into n cluster.
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Fig. 3. Principal Component Analysis and Hierarchichal Clustering

We calculate the keyword vector sums per each cluster, building the total
keyword vector for each cluster. The result is a user group interest matrix UIk,n

Part of an user interest vector is given here: treasur — solu — finan — servi —
detai.

We proceed as described above in 4.1 with the calculating the user perceived
interest. The crawler has gathered all links, which we use for building the adja-
cency matrix.

We now want to provide a deeper insight into the application of the results.
We have calculated the distance matrix dist(CIj,n) as described in 4.1.

5.3 Identify Inconsistencies

We scale both distance matrices, the user dist(CIj,n) and adjacency matrix
DistLink to variance 1 and mean 0 in order to make them comparable. Then
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we calculate their difference DistUserInterest − DistLink. We get a matrix with
as many columns and rows as there are web pages, comparing all web page
(content IDs) with each other. We are interested in the differences between user
perception and author intention, which are identifyable as peak values when
subtracting the user matrix from the adjacency matrix, clearly visible in Fig. 4.
The set of peaks, identifying pairs of web pages, now forms the candidates put
forward for manual scrutiny by the web site author, who can update the web
site structure if he or she deems it necessary.

Fig. 4. Sample Consistency Check

6 Conclusion

We have presented a way to show weaknesses in the current structure of a web
site in terms of how user perceive the content of that site. We have evaluated
our approach on two different web sites, different in subject, size and organiza-
tion. The recommendation provided by this approach has still to be evaluated
manually, but since we face huge web sites, it helps to focus on problems the
users have. Solving them promises a positive effect on web site acceptance. The
ultimate goal will be measurable by a continued positive response over time.

This work is part of the idea to make information driven web pages evaluable.
Our current research will extend this approach with the goal to create metrics,
that should give clues about the degree of success of a user session. A metric
of this kind would make the success of the whole web site more tangible. For
evaluation of a successful user session we will use the referrer information of users
coming from search engines. The referrer provides us with these search strings.
Compared with the user interest vector a session can be made more evaluable.
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Abstract. Database systems are an essential component in multi-tiered
web applications. These applications increasingly interact with others
using web services. In this paper, we describe and compare two archi-
tectures for integrating web services into web applications, and perform
performance benchmarks using the Google web service. For one of the ar-
chitectures we contribute a SOAP interface to the PostgreSQL Relational
Database Management System, implemented as a user-defined function
that allows developers to make service calls from within the database.
We show that SQL can be used to easily query data provided by web
services, and therefore as a way of accessing and using web services in a
database-driven web application.

1 Introduction

Database-driven web applications store, access, process and serve information
using a database and application server. Recently, these applications have been
able to access data stored in other systems using web services. An understanding
of how different service oriented architectures affect system performance and
development effort is important to support the right design decisions in web
development. Integration of web services into a web application usually occurs
within the application’s business logic. However, in recent releases of databases
such as Oracle and DB2, it is now possible to request web services directly
from the database system. Due to these new possibilities we should reassess the
best architectures for integrating web services. This paper contributes to this
reassessment by comparing two architectures.

We will use a reference scenario that defines a need for integrating web ser-
vices into a web application: integrating a student information portal with a
search engine web service, and using contextual information to improve the ac-
curacy of search results [1]. In practical terms this can be achieved by integrating
the search engine with the business logic of an application. For example, a stu-
dent searching for third year electives from her University’s course catalogue,
might simply enter a general search for “third year courses” into the search
engine. The results of the search would list third year courses provided by all
faculties at the University.

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 328–333, 2005.
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Depending on the number of results returned, narrowing the results down
to third year courses may prove to be time consuming. If the search engine is
integrated into the application as a web service as described in Section 2, it
could implicitly use such facts as the student’s prior course history to improve
the accuracy of the search results. The integration could provide a more complete
query without the student needing to describe the context, thereby limiting the
search results to courses that the student qualifies for enrolment. This type of
integration is not commonly used despite its potential benefit [2]. Two key issues
need to be addressed to improve the uptake: 1) the performance of such systems
cannot be degraded, and 2) developers must find it easy to integrate these data
sources into their applications. We address the first in Section 3 and the latter
in Section 4, and Section 5 concludes.

2 Integrating Web Service Requesters

The two architectures described here are both distributed, multi-tier architec-
tures consisting of: a presentation component, business logic, database, and a
web services requester that binds to a web service provider. The differing factor
between the two architectures is the positioning of the web services requester
component for integration with the web application. This difference is conveyed
in Fig. 1, where Architecture 1, the most commonly used, integrates web services
into the business logic component [3], and Architecture 2 integrates web services
into the database component. The last architecture is not very popular but re-
cent releases of Oracle and DB2 are now capable of using SOAP [4], as the XML
messaging specification for communications between a web service requester and
web service provider.

Architecture 2: Integration of
Web service requester in
database system.

Business
Logic

Presentation

Database
WS

Requester

Architecture 1: Integration of
Web service requester in
application's business logic.

Presentation

Database

Business
Logic

WS
Requester

Web
Service
Provider

Web
Browser

User

SOAP

SOAP

HTTP HTTP

Fig. 1. Two architectures for web services integration
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Both architectures were implemented using the same technologies wherever
possible. We used Java to implement two simple applications using each architec-
ture. Both web applications provide the functionality described in our reference
scenario. For Architecture 1, we integrated the Google web service requester di-
rectly into the business logic component, which was as trivial as calling specific
methods supplied by the Google Web API. In Architecture 2, we integrated
a “SOAP client into the database through user-defined functions” [5]. Most
database systems support user-defined functions, which means this approach
for integrating a SOAP client into a database system can be generally applied.
The SOAP client functioned as the web service requester component within the
database system. We used PostgreSQL in both cases.

3 Performance Analysis

The performance analysis that we conducted was limited to the time taken to
access and combine information from multiple data sources. In our scenario, we
use the provided student ID to query the local database system for information
about the student, which can then be used in conjunction with an external data
source, to produce more accurate search results. Analysing the accuracy of the
search results is beyond the scope of this paper. For this scenario, we assume
that associating context with a search engine query improves the accuracy of
search results based on efforts in [1].

3.1 Experiment One: Benchmarking with Google

Our first objective was to compare the performance of accessing a web service
from within a database system, to accessing the same web service directly from
the business logic of a web application. An advantage of requesting web services
directly from the business logic is the convenience of accessing web service APIs
provided by the programming language used to implement the business logic. In
the first test (business logic integration) we used Google’s Web API implemented
in Java. A drawback of this architecture is that if the information returned from
a web service call is connected with the data stored in the database in some way,
then there would be an inefficiency caused by the overhead of communications
between the database and web service via the business logic. It was therefore
necessary to determine if there was in fact a performance gain for requesting
web services directly from within the database.

For the second test, we chose to query the PostgreSQL database for a list
of search terms, which would then be used to forward to the search engine web
service. The results from the search engine web service would then be displayed.
The goal was to determine which architecture could perform this task in the
least amount of time. This task was performed ten times each for both web
applications, and the times for all ten runs to process 100 queries were logged.

Fig. 2(a) shows the average times taken to process 100 queries by both ar-
chitectures. The graph indicates that requesting a web service from within the
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(a) (b)

Fig. 2. a) Average time taken to execute web service requests. b) Average time taken
to join data from different data sources

database is more efficient than consuming web services directly from the business
logic component of a web application. The business logic web service integration
architecture achieved on average 0.75 queries/sec, while the database web service
architecture achieved on average 1.23 queries/sec when PostgreSQL was allowed
to use its internal default caching mechanism, and 1.10 queries/sec when it was
disabled.

3.2 Experiment Two: Adding Context to Google’s Queries

Our second objective for our performance analysis was to compare the efficiency
of both architectures in joining information from multiple data sources. To eval-
uate this, we created a table in the database that matches a student ID to the
URL of the faculty that they are enrolled in. The goal was to query the database
table for the URL of the faculty that the student is enrolled in. Then use the
retrieved URL to filter the results from the search engine to limit the results
for the student’s search query to a faculty web site. This task was designed to
simulate our reference scenario of associating context to a search query.

For the database web service, the task can be summarised as one SQL SE-
LECT statement as shown below. In fact, joining additional web services to-
gether to query from was as trivial as listing the user-defined functions to the
respective web service requesters after the FROM keyword in the SQL SELECT
statement. Implementing this task was not as straight-forward in the business
logic web services architecture, especially when joining information from more
than one data source. Our implementation required loops to iterate through
the search engine results to find web pages that match the faculty URL. It was
observed that joining information from multiple data sources from within the
database required considerably less code to implement than doing the equivalent
in the business logic. The benefits of which are reduced complexity and improved
maintainability of the source code.
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SELECT summary, url, snippet, title, directorytitle
FROM google_search(’third year courses’) gs
WHERE EXISTS (SELECT 1 FROM faculty_urls fac
WHERE fac.sid = 200517790 AND gs.url LIKE fac.url || ’%’ )

We measured the time taken to complete the task of accessing and joining
data from a local database table with a web service for a single search query.
We then repeated the task joining a second, and third web service in addition to
the existing data sources. These tasks were completed ten times each, and the
average times for each task are shown in Fig. 2(b). The results show that the
database web services architecture performed the tasks up to 50 percent quicker
than when the web services requester was integrated directly into the business
logic. Also the performance of the database web services architecture did not
degrade as much as the business logic web services architecture when additional
web services were joined to the query.

4 Scenario-Based Evaluation

It is difficult to define “optimum architectures” since comparisons cannot be
abstracted from the circumstances the systems are used in [6]. In fact, according
to the Architecture Tradeoff Analysis Method (ATAM) described by Bass et
al [6], the architectures must be evaluated based on a set of quality goals. These
quality goals can only be based on specific scenarios and on the perceptions that
different stakeholders have of them. This method is out of the scope of this paper
but we will address three of the ATAM quality goals: usability, performance and
scalability.

Performance and scalability are important since the system would perform
a large number of interactions with the web services provider. A drawback of
the common architecture for integrating web services directly into the business
logic is that, if data returned from a web service is connected with the data
stored in the database in some way, then there will be an inefficiency caused by
the overhead of communications between the database and web service via the
business logic component. The database web service architecture does away with
this overhead, leaving the database to obtain data from web services directly.

An important limitation of the database web service architecture is that it
can only be used to query data-provisioning web services. Data-provisioning web
services are services that use SOAP RPC, as oppose to the SOAP Document
style. The SOAP Document style is used for “complex web services that deal
with the composition of other web services to formulate workflows for business
processes” [7]. Business composition web services rely on meta-data for their
composition with other web services. A more suitable query language for business
composition web services is XQuery, which is “XML based and can process
meta-data” [8]. XQuery is suited more towards architectures that integrate web
services into the business logic component of a web application.

Most database systems provide support for user-defined functions where de-
velopers can add their own implementations to the function catalog of a database
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system. The advantage of this approach is that the integration of web services
is not dependent on extending SQL to support web services. Secondly, access to
web services is totally transparent to the application developer, as the invocation
of a web service is only a call to an SQL compliant database function.

5 Conclusion

We studied two architectures for integrating web services into database driven
web applications. The first architecture presented, integrated a web service re-
quester directly into the business logic component. The second architecture, with
the web service requester in the database, consolidates access to multiple data
sources through a single data access point. These architectures allow web devel-
opers to implement systems that can produce queries to external data sources
with contextual information provided by the business logic and internal data
sources, as was demonstrated through the use of a reference scenario. We have
shown that the database integration is more efficient (Section 3) due to a better
coupling of the query and contextual information. This architecture therefore
provides an alternative for web developers looking at integrating web services
into their database-driven web applications. The main disadvantage (Section 4)
is the lack of support, but this is changing due to new products.
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Abstract. The World Wide Web is evolving from a platform for infor-
mation access into a platform for interactive services. The interaction of
the services is provided by forms. Some of these services, such as bank-
ing and e-commerce, require secure, non-repudiable transactions. This
paper presents a novel scheme for extending the current Web forms lan-
guage, XForms, with secure client-side digital signatures, using the XML
Signatures language. The requirements for the scheme are derived from
representative use cases. A key requirement, also for legal validity of
the signature, is the reconstruction of the signed form, when validat-
ing the signature. All the resources, referenced by the form, including
client-side default stylesheets, have to be included within the signature.
Finally, this paper presents, as a proof of concept, an implementation of
the scheme and a related use case. Both are included in an open-source
XML browser, X-Smiles.

1 Introduction

Commerce and communication tasks, such as ordering items from a shop or using
e-mail are becoming popular in the World Wide Web (WWW), and therefore
WWW is transforming from a platform for information access into a platform
for interactive services [1]. Unfortunately, some of the technologies used today
are outdated and, infact, were not originally designed for the complex use case
scenarios of today’s applications, for instance, secure transactions.

The Wold Wide Web Consortium (W3C) has recently developed a successor
to HyperText Markup Language (HTML) forms, called XForms [2]. It removes
need for scripts from the forms and separates the form’s model from the presen-
tation. It can use any XML grammar to describe the content of the form.

Digital signatures are a primary way of creating legally binding transactions
in information networks, such as WWW. Unfortunately, digital signatures are
hard to apply to HTML [3]. Using eXtensible Markup Language (XML) helps,
since a conforming XML processor is not allowed to accept non-well-formed
XML. Also, W3C and Internet Engineering Task Force (IETF) have specified a
standard way of signing XML data, i.e., XML Signature.

XML Signatures is a language, which provides the necessary framework for
encoding, serializing, and transmitting signatures in XML format. The main fo-
cus is signing XML, but it can also function as the signature description language

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 340–351, 2005.
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for any ASCII or binary data. In that case, the additional data is included in
the signature as a reference. [4].

Why are client-side signatures needed? In order to be legally binding, the
signature must be created in a secure way using the private key of the signer.
Usually, this can be done in a tamper-proof smart card or a similar device.
Because of this requirement, it is not possible to create the signature at the
server side along with the other application logic.

Why to integrate signatures into XForms? Signature is usually attached
in data produced by the user, not by the author, and XForms is a technol-
ogy for collecting user input. Signature must be serialized and transmitted to
the receiver. XForms submission is a good way of submitting digital signatures
encoded in XML.

How to make signatures over forms legally binding? Signatures can be
made legally binding in many countries, if the signing process fulfills some re-
quirements. A basic requirement, apart from the technical requirements for the
signature, is that the signer must see everything that she is signing. Also, it must
be possible to reconstruct the document that the signer has signed later.

1.1 What You See Is What You Sign

An important, but often overlooked, property of a signing application is the ca-
pability to express the signature over everything that was represented to the user.
This principle is usually called “What you see is what you sign” (WYSIWYS).
To accomplish this, it is normally necessary to secure as exactly as practical the
information that was presented to that user [3]. This can be done by literally
signing what was presented, such as the screen images shown to a user. However,
this may result in data, which is difficult for subsequent software to manipulate.
Instead, one can sign the data along with whatever filters, style sheets, client
profile or other information that affects its presentation. [4]

1.2 Related Work

Previous work in the field includes, e.g., Extensible Forms Description Language
(XFDL) [3]. In XFDL, all information related to the form is included in a single
XML file, including form definition, styling information, form data, and even
binary attachments, and the signature is created over this single file. This ap-
proach does not fit well to signing Web pages consisting of decoupled resources,
such as stylesheets and images, which is the target for this paper.

There is also research on specific algorithms on determining whether unsigned
areas are visually overlapping with signed areas [5]. This is required, if signatures
over a partial form are allowed. Unfortunately, this approach requires certain
type of layout, and thus it cannot easily be extended to languages with different
layout models, such as SVG (absolute layout) and XHTML (flow and absolute
layout), or different modalities, such as Voice XML (speech modality).
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2 Research Problem

The research problem of this paper is how to create legally binding secure ser-
vices in the WWW. Secure transmission technologies, such as Secure Sockets
Layer (SSL), are already widely used, but they do not support the notion of
a client-side signature. Thus, the main focus is to enable the services on the
WWW to allow digital signatures over the user’s input. This is achieved by al-
lowing XForms forms to be signed by the user. A subproblem is to ensure that
the user has a clear understanding what she is signing (WYSIWYS). Another
important subproblem is to ensure the full reconstruction of the signed form,
when validating the signature.

2.1 Use Cases

We have identified three basic use cases that should be supported by the scheme:

USE CASE 1, Single form: In the most basic use case, the user downloads a
form, which is to be signed. She fills the form and initiates the signing process.
Within the signing process there is the possibility to select the key, which is used
in the signing. When the form is signed, she submits the form. The form can,
for instance, be an email that she fills and signs before sending.

USE CASE 2, Form approving: When the first user has signed the form, the
form is sent to her supervisor, who adds some data, and then signs it with her
own key. The supervisor’s signature should also cover the already signed portion
of the form, since she approves also the data signed by the first user.

USE CASE 3, Multiparty form: Third use case, a joint insurance claim
filing, is depicted in Fig. 1. Multiple parties are filing a single insurance claim. It
should be possible to add new parties and attachments, but each of the parties
signature must not allow changes in the core information of the claim form.

In all use cases 1-3, it must be possible to verify the resulting signature’s
integrity at any future time, and any change to the signed form, including all
referenced items (e.g., stylesheets, images, etc.), must invalidate the signature.

Browser

User A Server

Create claim

Submit claim

Add user

Submit form

Submit user

Sign claim+user

Browser

User B
Server

View claim

Add user

Submit form

Submit user

Sign claim+user

Browser

Administrator Server

View claim

Remove user

Fig. 1. Use case 3: Multiparty form



Secure Web Forms with Client-Side Signatures 343

2.2 Requirements

From the basic use cases, the following requirements for the XML Signature and
XForms integration were gathered:

Signature security. Technical requirements for secure signatures.
Client-side. The signature must be generated client-side so that the user

can check the signature validity before submitting. Also, support for
signing with secure smart card must be supported.

Common algorithms. The signature must be generated using common,
trusted, algorithms for maximum security.

Signed form reconstruction. It must be possible to reconstruct the
signed form in case of dispute.

Signature coverage. Which parts of the form need to be signed (WYSIWYS).
User input. The data user inputted through the form.
UI. The UI document, which describes the layout of the form.
All referenced data. Stylesheets, images, objects, applets, scripts,

schemas, external instances, etc.
The user agent info. Information about the user agent.

Complex signature support. Support for complex signing scenarios.
Partial signature. Support signing only part of the form.
Multiple signatures. Support multiple signatures within one form.

Form language integration.
Ease of authoring. Provide as easy syntax as possible for authors.
Ease of implementation. Use of off-the-shelf libraries should be possible.
Modality and host language independence. The design should be

independent of modality and host language.

An XForms form is independent of its presentation, which fulfills the Modal-
ity and host language independence requirement. As a language, XForms
requires a host language in order to realize the presentation. It must be kept in
mind, that the layout strategy (e.g., SVG, XHTML) or even the modality (e.g.,
Voice XML) is not fixed when using XForms. That is why the goals of this paper
differ, e.g., from [5], which expects a box layout, and based on that is able to
have fine-grained author control over the signature.

3 Design

We considered two different approaches to the XForms XML Signature integra-
tion, keeping in mind the requirements above. First option was the addition of
new submission filter, which would create the signature at submission time. The
second option, which was chosen, was to create a new XForms compatible action
for the signature processing. This is more flexible than the submission filter, and
it fits better to the XForms processing model, thus fulfilling the Form language
integration requirement. The only drawback is that the author must explicitly
have a placeholder in the XForms instance data, where to store the signature.
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Since XForms can represent dependencies between fields in the form, it is
hard to implement the Partial signature requirement at the client side, while
fulfilling the WYSIWYS paradigm. Because of this, in our scheme, the whole
form is always signed with the related resources, and no signatures over a partial
form are allowed. Thus, the Partial signature requirement must be fulfilled at
the server-side. Fortunately, XForms provides functionality to make this task
easier, and we demonstrate this with an implemented use case in Sect. 5.1.

3.1 Process Description

The overall process in the scheme can can be divided into three steps: 1) Re-
trieving and filling the form, 2) attaching the digital signature into the form,
and submitting the signed form into the server, and 3) validating the submitted
form data and the signature. This is depicted in Fig. 2.

There are four main actors involved in the process: a) the user fills and signs
the form, b) the browser displays the form, and creates the signature, c) the
smart card signs the hash of the signed form, and d) the server validates the
submitted form data and the signature. If a lesser security level is appropriate,
the hash can be signed using the browser instead of the smart card.

1. Open form 

3. Start signing
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Retrieve form Deliver form resources
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of the signature’s
SignedInfo element
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Fig. 2. The overall process of creating and validating signatures
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3.2 Signature Creation with XForms Extension “sign”

XForms language was extended with a namespace “http://www.xsmiles.org/2002
/signature” and a single element sign in that namespace. The element integrates
to XForms processing model in two ways: first, it is an XML Events action,
similar to xforms:send [2]. Second, it uses the XForms single node binding to
specify where to store the signature.

Attribute: to an XPath expression specifying the node, under which the signed
content is placed. All previous children of that node are destroyed. The result
of the evaluation must be a document or a element node. If the node is the
document node, then the content is placed as the document element.

Operation is as follows:
The signature operation consists of the following steps, each of which must
follow XML Signatures’ core generation rules [4]. See Fig. 2 for overall
description of the process.

1. Disable any user stylesheets. These stylesheets might prevent some parts of
the form from displaying.

2. If the document is not a top-level document (e.g., is inside a frameset or
embedded in another document), abort signature creation. This ensures
that the user has clear view of the complete content he will be signing.

3. Evaluate the XPath expression in @to attribute, using the XForms’ default
context node (first model, first instance, document element) as the context
node and context nodeset, and the sign element as the namespace context
element, and XForms functions in scope. The node “target” is the first
node in the resulting nodeset. If the result is not a nodeset, or the first
node is not an element or document node, the processing stops.

4. Remove all child nodes of “target” node.
5. Create a signature with the following references:

– Always create an enveloping signature.
– Create an <dsig:Object id=“x”> and <dsig:Reference URI=“#x”>

elements for each live instance data, and copy to contents of the live
instance inside the object element. The id ’x’ must be replaced by an
arbitrary unique id.

– Create <dsig:Object id=“y”> and <dsig:Reference URI=“#y”>
elements for all user agent and user stylesheets, which have been used
for displaying the form, and copy the stylesheets as the text content of
the root node of the object. The id ’y’ must be replaced by an arbitrary
unique id.

6. Create detached references to all URLs referenced by the host document:
– The host document
– All referenced URLs separately: images, objects, applets, stylesheets,

scripts, XForms external instances, xinclude, xlink, XSLT, etc.
7. Create a valid signature over all the references with the users private key.
8. Create a valid dsig:KeyInfo element containing the signers public key.
9. Place the dsig:Signature element as the only child of the “target” node.
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Example of the usage of the signature action is below. The XForms trigger
element contains the sign element, which creates an enveloping signature to an
empty instance with id “signature”, when the DOMActivate event is caught, for
instance, when the user activates the trigger.

<trigger>

<label>Sign message</label>

<sign:sign to="instance(’signature’)/.." ev:event="DOMActivate"/>

</trigger>

Note that all resources that are used to render the document must be included
in the signature. This includes images, objects, applets, stylesheets, scripts,
XForms external instances, xinclude, xlink, XSLT, etc. The resources that are
fetched using an get operation with an URL, are added as detached references.

The user agent has its own default CSS stylesheets. The signature must
contain all stylesheets that have been applied when the page has been displayed.
Since the default stylesheets cannot be identified with an URL, they must be
included as inline objects within the signature.

3.3 Event: “signature-done”

In order to notify the form after the signature has finished, a notification DOM
event signature-done was added. It’s target is the sign action element. It bubbles,
is cancellable, and does not have any context information. The signature-done
event does not have any default action. It allows the creation of XML Events
listeners for a certain sign action element.
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Fig. 3. Left: A Document with references. Right: The signature over the document
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3.4 Signature Validation

The validation of the signature has the following steps (cf. Fig. 2 for a general
description of the process):

1. Find the Signature element from the submitted instance data.
2. Read the public key from the KeyInfo element and check from a Key reposi-

tory that it corresponds the users identity. If it does not, abort the validation
process.

3. Validate the Signature element according to the XML Signatures’ core vali-
dation rules [4]. If the validation fails, abort the validation process.

4. Do application-specific validation of all resources. For detached references,
this is simple: just check that the URL is correct (the hash and the signature
has been checked in the previous step already). For enveloped resources,
application-specific logic must be included in the validation. For instance,
XForms calculations, defined in the form, should be run in the server-side,
in order to check the correctness of the submitted instance data. If any check
fails, abort the validation process.

5. The Signature is accepted if none of the above checks fails.

4 Implementation

The first author has implemented the current complete implementation with
the processing described in this paper. It is based on an earlier experimental
implementation, which was done in co-operation with Heng Guo [6].

4.1 X-Smiles XML Browser

The signature processor was integrated with the XForms processor in the X-
Smiles browser [7]. X-Smiles is a modular XML browser, which allows registering
different components for different XML namespaces, thus allowing easy creation
of XML “plugins”, which are called Markup Language Functional Components
(MLFC) [8]. The sign element and it’s namespace were created as a new MLFC.
Note that the signature MLFC is purely a processing component, i.e., it does
not have an associated UI rendering component.

4.2 Implementation Cost when Integrating
to the XForms Processor

A requirement for building modular software is to decouple components and use
well-defined interfaces for inter-component communication. In the integration of
XML Signature and XForms processors, we used the DOM interfaces as much as
possible. The signature element is part of the UI DOM tree, so it can naturally
access the tree with the XML and XForms DOM access. A DOM 3 XPath
component for XPath evaluation, extended with XForms functions, is used by
the @to attribute. We have decided that the XForms context node inheritance
rules do not apply to the sign element, since it is not in the XForms namespace.
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The XML signature is created using the Apache XML Security 1.1 for Java
library1. This library is a complete XML Signature implementation. It is also
responsible for creation of the external references in the signature.

The user agent must provide an interface to access the list of resources,
which were loaded for the form being signed. Some of these resources can be
referenced via an universal URL (such as the images), while others are local to
the processor. Both must be provided through this interface.

5 Results

5.1 Use Case: Joint Insurance Claim

We implemented a joint insurance claim application, which implements the use
case Multiparty form, using the proposed scheme. The application consists of
one XHTML+XForms page and a server-side process (servlet).

In the application, it is the responsibility of the servlet to filter the instance
data so that, at each step, the correct parts of the insurance data are transmitted
to the client. For instance, since the signatures are not related to each other
(remember that it must be possible to add new signers or remove them without
affecting the validity of the other signatures), the servlet filters out the other
user’s data and signatures for the “add user” view. Similarly, in the verify view,
only the related users’ data is included. Finally, in the “view claim” view, nothing
is filtered out, resulting in the complete view of the claim (cf. Fig. 4). The filtering
is implemented using simple XPath statements in the servlet.

The use case and it’s source code are included in the X-Smiles distribution.
The application was created as a Java servlet. The main logic of the servlet was
to store the signatures and the form data and to filter the data according to the
current view of the user. The servlet’s Java files have 1300 lines, half of which
are general utility functions, which can be reused in similar applications.

5.2 Memory Requirements

The XML Security library was stripped down in order to facilitate the integra-
tion to the X-Smiles browser distribution. The XML encryption features were
removed from the library. The final storage size of the library is 331 KB. The
storage size of classes in X-Smiles, related to the implementation, is 25 KB. The
total storage size is then 356 KB, which is small enough to be added to the
binary distribution of X-Smiles, which is about 8 000 KB of size.

5.3 Applicability to HTML Forms

The presented scheme works for XForms forms. XForms language has certain
attributes, which make applying digital signatures easier. The main attributes
1 XML Security for Java and C++, Software, Apache Foundation.

http://xml.apache.org/security/
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Fig. 4. Viewing the claim and attaching new signers

are the lack of scripting and a pure XML format. Also, the state of the form is
reflected exclusively in the instance data, and not in the presentation DOM.

The scheme could be extended to cover XHTML or even HTML forms as well.
XHTML forms without scripting is the easiest case; the outgoing message (e.g.,
the URL encoded form submission), needs to be signed as a enveloped binary
reference. The XHTML document can be signed as an detached reference, either
as XML or binary.

Scripting makes the case a bit more complex, since the state of the form is
captured in the presentation DOM. The signature in that case, should include
the serialized DOM at the moment the signature was created. XHTML seri-
alization is rather straight-forward, but HTML serialization is more complex,
foremost because browsers tend to accept and fix ill-formed HTML content,
making machine-validation of the serialized HTML difficult, even impossible.

5.4 Complex Signatures

Use case 1, Single form, presented in Sect. 2.1, can directly be solved using our
proposed extension. We have demonstrated use case 3, Multiparty form using
a combination of our extension and a server side process, where the server side
process has to filter the data sent to the client according to the current view.
Use case 2, Form approving can be solved in a similar fashion, where the server
side process serves the same data in slightly modified form for different signing
parties. For instance, the first party is allowed to input the data in the form,
and sign it, while for the supervisor, the data and the signature of the first users
just shown, and he is only allowed to create a signature on top of it. Validating
the signatures in case of a dispute is still straightforward.
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5.5 Security Analysis

WWW has an open model, where any compatible user agent can connect and
use internet services. This adds extra requirements for the security model of the
scheme. First assumption is that the user trusts the user agent, which she is
using. That means, that the user agent itself cannot be hostile, and for instance,
show the user different content to what it signs. Second assumption is that a
key distribution scheme, such as PKI, is used. This way, the server can be sure
about the identity of the signer. The signature itself should be done on a smart
card or similar device, which does not allow exporting the private key. The
scheme presented here detects if a third party inserts content into the form. The
signature over this kind of form does not validate, since the server detects a
faulty hash for the detached reference.

CSS layout model allows re-flowing the content based on the browser win-
dows width. Also, it allows the use of layers (i.e., absolute and relative blocks),
thus potentially hiding content of the form for some browser window widths.
Therefore, the author of the form should check the form with all screen widths.
Best option is not to use layers in the layout at all. Additional security could be
provided by adding a screen dump of the form as an enveloped reference.

6 Conclusion

This paper describes a successful research and implementation of secure Web
based services. A extension was added to the XForms language, allowing au-
thors to add digital signing features to XForms applications, without the use
of scripting or other client-side languages. The extension was implemented in
the X-Smiles XML browser, and a demonstration application was created. The
application is included in the online demos of the browser distribution.

After analyzing three use cases and the XForms language, four groups of
requirements for the signature integration were gathered: Signature security,
Signature coverage, Complex signature support, and Form language integration.
These requirements lead to design of one declarative action called sign and one
DOM event called signature-done. The action creates a enveloping signature
that covers all information related to the form, thus fulfilling the WYSIWYS
paradigm.

The integration is therefore quite simple at the XML language level. This
is good, since it provides ease of authoring. The integration was implemented
in a real user agent, X-Smiles, in order to asses the implementation cost of the
integration. The results from the integration is that only few hidden properties
of the XForms processor need to be exposed, i.e., the integration can be done
at the DOM level. The user agent must provide an interface to determine the
different resources, which are related to a document that is presented to the
user. These resources include images, stylesheets, etc. Some of these resources
are never available in the DOM (e.g., the user agent default stylesheet), and
therefore they should all be exposed using the same interface.
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7 Future Work

The scheme presented in this paper always creates enveloping signatures, and it
uses the default signature and canonicalization algorithms defined in the XML
Signature specification. While this solves most of the use cases, sometimes it is
needed to have better control over the type of signature (e.g., enveloped instead
of enveloping) and the signature algorithms. This is left as a future work item.

In the implementation, the user agent information is not included in the
signature, which can be a problem when disputes are being solved. A possible
future work item would be to include some information about the user agent,
which was used to create the signature. One possibility would be to include the
Composite Capabilities / Preferences Profile (CC/PP) description of the client
as one of the signed objects. CC/PP is not currently very widely adopted, and
therefore a simpler scheme could be needed.

Some processing markup languages allow dereferencing external URLs and
placing the content of the URL inline within the host document. Examples are
XInclude and XHTML 2.0 @src attribute. It is an open question whether to pro-
cess these languages and place the additional content within the host document
or add the referenced URLs as external references in the signature.

Currently, the implementation does not check whether the document, which
is to be signed, is a top-level window or not.
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Abstract. User authentication is an important part of security, along
with confidentiality and integrity, for systems that allow remote access
over untrustworthy networks, such as the Internet Web environment. In
2005, Chien-Wang-Yang (CWY) pointed out that Chien-Jan’s ROSI pro-
tocol required state synchronization between the client and the server,
and then its state-synchronization property was vulnerable to the De-
nial of Service (DoS) attack. Furthermore, they proposed an improved
protocol that conquered the weaknesses and extended its key agreement
functions, and improved the server’s performance. Nevertheless, CWY’s
improved ROSI protocol does not provide perfect forward secrecy and
is vulnerable to a Denning-Sacco attack. Accordingly, the current paper
demonstrates that CWY’s protocol does not provide perfect forward se-
crecy and is susceptible to a Denning-Sacco attack. We then present an
enhanced protocol to isolate such problems.

Keyword: Cryptography, Security, Authentication, Smart card, Key es-
tablishment, Forward Secrecy, Denning-Sacco attack

1 Introduction

Perhaps the environment in which authentication is the most crucial is the In-
ternet Web environment. Therefore, user authentication is an important part of
security, along with confidentiality and integrity, for systems that allow remote
access over untrustworthy networks, such as the Internet Web environment. Ev-
ery day, there are vast numbers of authentication processes taking place. From
logging in to a corporate system or database, reading your e-mail, making a
purchase online, or performing a financial transaction, each of these common
tasks require an authentication phase. As such, a remote password authentica-
tion scheme authenticates the legitimacy of users over an insecure channel, where
the password is often regarded as a secret shared between the remote system and
the user. Based on knowledge of the password, the user can create and send a
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valid login message to a remote system in order to gain access. Meanwhile, the
remote system also uses the shared password to check the validity of the lo-
gin message and authenticates the user. However, a password-based protocol is
vulnerable to a password guessing attack, replay attack, stolen-verifier problem,
denial of service (DoS) attack or a forgery attack [1][2]. These attacks affect the
integrity of the SAS protocol [3], the revised SAS-1 [4], the revised SAS-2 [4] or
the OSPA protocol [5].

ISO 10202 standards have been established for the security of financial trans-
action systems using integrated circuit cards (IC cards or smart cards). A smart
card originates from an IC memory card used which has been in the industry
for about 10 years [6][7]. The main characteristics of a smart card are its small
size and low-power consumption. Generally speaking, a smart card contains a
microprocessor which can quickly manipulate logical and mathematical opera-
tions, RAM which is used as a data or instruction buffer, and ROM which stores
the user’s secret key and the necessary public parameters and algorithmic de-
scriptions of the executing programs. The merits of a smart card for password
authentication are its high simplicity and its efficiency regarding of the log-in
and authentication processes.

Based upon low-cost smart cards that support only simple hashing opera-
tions, ROSI [8] is a highly efficient password-based authentication protocol. Its
simplicity, resistance to existing known attacks and high performance make it
much more attractive than its counterparts. In 2005, Chien-Wang-Yang [9], how-
ever, pointed out that the ROSI protocol requires state synchronization between
the client and the server, and then its state-synchronization property makes
it vulnerable to a Denial of Service (DoS) attack. In addition, they proposed
an improved protocol that overcomes its weaknesses, extends its key agreement
functions, and improves the server’s overall performance.

Nevertheless, CWY’s improved ROSI protocol does not provide perfect for-
ward secrecy [10] and is vulnerable to a Denning-Sacco attack [11]. Accordingly,
the current paper demonstrates that CWY’s protocol does not provide perfect
forward secrecy and susceptible to a Denning-Sacco attack, where an attacker
can easily obtain legal client’s secret value. We then present an enhanced proto-
col to isolate such problems.

The remainder of the paper is organized as follows: Section 2 defines the
security properties. Section 3 briefly reviews CWY’s improved ROSI protocol,
then Section 4 demonstrates the security weaknesses of CWY’s protocol. The
proposed ROSI protocol is presented in Section 5, while Section 6 discusses
the security and efficiency of the proposed protocol. The conclusion is given in
Section 7.

2 Security Properties

The following security properties of the authentication protocols should be con-
sidered [1].
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(1) Guessing attack: A guessing attack involves an adversary (randomly or
systematically) trying long-term private keys (e.g. user password or server
secret key), one at a time, in the hope of finding the correct private key.
Ensuring long-term private keys chosen from a sufficiently large space can
reduce exhaustive searches. Most users, however, select passwords from a
small subset of the full password space. Such weak passwords with low en-
tropy are easily guessed by using the so-called dictionary attack.

(2) Replay attack: A replay attack is an offensive action in which an adversary
impersonates or deceives another legitimate participant through the reuse
of information obtained in a protocol.

(3) Stolen-verifier attack: In most applications, the server stores verifiers of
users’ passwords (e.g. hashed passwords) instead of the clear text of pass-
words. The stolen-verifier attack means that an adversary who steals the
password-verifier from the server can use it directly to masquerade as a le-
gitimate user in a user authentication execution.

In addition, the following security properties of session key agreement pro-
tocols should be considered since they are often desirable in some environments
[1].

(1) Denning-Sacco attack: The Dennig-Sacco attack is where an attacker
compromises an old session key and tries to find a long-term private key
(e.g. user password or server private key) or other session keys.

(2) Implicit key authentication: Implicit key authentication is the property
obtained when identifying a party based on a shared session key, which
assures that no other entity than the specifically identified entity can gain
access to the session key.

(3) Explicit key authentication: Explicit key authentication is the property
obtained when both implicit key authentication and key confirmation hold.

(4) Mutual authentication: Mutual authentication means that both the client
and server are authenticated to each other within the same protocol.

(5) Perfect forward secrecy: Perfect forward secrecy means that if a long-
term private key (e.g. user password or server private key) is compromised,
this does not compromise any earlier session keys.

3 Review of CWY’s ROSI Protocol

This section briefly reviews CWY’s ROSI protocol. Some of the notations used
in this paper are defined as follows:

– ID: public user identity of client.
– PW : secret and possibly weak user password.
– x: server’s strong secret key.
– Nc, Ns: random nonce chosen by the client and server, respectively.
– p, q: large prime numbers p and q such that q|p − 1.
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– g: generator with order q in the Galois Field GF (p), in which the Diffie-
Hellman problem is considered hard.

– c, s: session-independent random exponents ∈ [1, q − 1] chosen by the client
and server, respectively.

– K: shared fresh session key computed by the client and server.
– h(·): secure one-way hash function.
– ||: concatenation operation.
– ⊕: bit-wise XOR operation.

CWY’s ROSI protocol consists of two phases; the registration phase, and the
authentication and key establishment phase.

3.1 Registration Phase

(1) The user submits his ID and PW to the server through a secure channel.
(2) The server issues the user a smart card that stores R = h(x||ID)⊕PW and

h(·).

3.2 Authentication and Key Establishment Phase

The user who has obtained the server-issued smart card can perform the follow-
ing steps to log on to the server and establish a fresh session key with the server.
CWY’s authentication and key establishment phase is illustrated in Figure 1.

(1) Client→Server: ID, c1, c2

The user inserts his smart card into the terminal and inputs his ID and
PW . The card then extracts h(x||ID) by computing R ⊕ PW , chooses a
random nonce Nc and computes c1 = h(x||ID) ⊕ Nc and c2 = h(ID||Nc).
The card sends (ID, c1, c2) to the server.

(2) Server→Client: c3, c4

Based on the received ID, the server computes h(x||ID), extracts the nonce
Nc by computing c1 ⊕ h(x||ID) and verifies the data by checking whether
h(ID||Nc) equals c2. If the verification fails, then the server stops the authen-
tication; otherwise, it chooses a random nonce Ns and computes the session
key K = h(h(x||ID)||Nc||Ns), c3 = h(Nc)⊕Ns and c4 = h(K||Nc||Ns). The
server finally sends (c3, c4) to the client.

(3) Client→Server: c5

Upon receiving (c3, c4), the client first derives Ns = c3⊕h(Nc), computes the
session key K = h(h(x||ID)||Nc||Ns) and then verifies whether h(K||Nc||Ns)
equals the received c4. If the verification fails, it stops the authentication;
otherwise, it sends back c5 = h(Ns||Nc||K) to the server.

(4) Upon receiving the data c5, the server verifieswhether c5 equals h(Ns||Nc||K).
If the verification fails, it refuses the request; otherwise, mutual authentica-
tion is completed and the fresh session key K is confirmed.
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Shared information: Hash function h(·).
Information held by Client: Identity ID. Password PW . Smart card.
Information held by Server: Secret key x.

Client Server

Input ID, PW
Extract h(x||ID) = R ⊕ PW
Choose Nc

Compute c1 = h(x||ID) ⊕ Nc

Compute c2 = h(ID||Nc) ID, c1, c2−−−−−−−→ Compute h(x||ID)

Extract Nc = c1 ⊕ h(x||ID)
Compute h(ID||Nc)

Verify h(ID||Nc)
?
= c2

Choose Ns

Compute K = h(h(x||ID)||Nc||Ns)
Compute c3 = h(Nc) ⊕ Ns

Extract Ns = c3 ⊕ h(Nc) c3, c4←−−−−−−− Compute c4 = h(K||Nc||Ns)

Compute K = h(h(x||ID)||Nc||Ns)

Verify h(K||Nc||Ns)
?
= c4

Compute c5 = h(Ns||Nc||K) c5−−−−−−→ Verify h(Ns||Nc||K)
?
= c5

Fresh session key K = h(h(x||ID)||Nc||Ns)

Fig. 1. CWY’s authentication and key establishment phase

4 Cryptanalysis of CWY’s ROSI Protocol

This section shows that CWY’s improved ROSI protocol does not provide perfect
forward secrecy and is vulnerable to a Denning-Sacco attack.

4.1 Perfect Forward Secrecy Problem

Perfect forward secrecy is a very important security requirement in evaluating a
strong protocol. A protocol with perfect forward secrecy assures that even if one
entity’s long-term key is compromised, it will never reveal any session keys used
before. For example, the well-known Diffie-Hellman key agreement scheme [3]
can provide perfect forward secrecy. CWY’s ROSI protocol, however, does not
provide it because once the secret key x of the server is disclosed, all previous
fresh session keys K will also be opened and hence previous communication
messages will be learned.

In the CWY’s ROSI protocol, suppose an attacker E obtains the secret key
x from the compromised server and intercepts transmitted values (ID, c1, c2,
c3), then E can compute h(x||ID) and extract the client’s random nonce Nc by
computing c1 ⊕ h(x||ID). Using the extracted Nc, E can also extract server’s
random nonce Ns by computing c3 ⊕ h(Nc). Finally, E can compute the session
key K = h(h(x||ID)||Nc||Ns) by using h(x||ID), Nc and Ns. Obviously, CWY’s
ROSI protocol does not provide perfect forward secrecy.
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4.2 Denning-Sacco Attack

This attack arises from the fact that the compromise of a random nonce or fresh
session key enables the protocol to be compromised. Such attacks have long
been known. Please refer the Denning-Sacco attack in [1]. If Nc becomes known
to an attacker E, then E can use this knowledge to impersonate the client to
the server in this instance of the protocol. This is a typical and uncontroversial
assumption for an authentication protocol; however, we show below that if such
a random nonce Nc is ever disclosed, even long after the protocol is executed,
then a serious attack is possible.

In the CWY’s ROSI protocol, suppose E has intercepted messages c1 of
the protocol and learned the random nonce Nc in c1 by some means. Then,
knowledge of Nc will enable h(x||ID) to be discovered from c1 by computing
c1 ⊕ Nc (since Nc included in c1 is known to E). Compromise of the user’s
secret value h(x||ID) will enable the attacker to impersonate the client freely.
For example, E chooses a random nonce Ne and computes c∗1 = h(x||ID) ⊕ Ne

and c∗2 = h(ID||Ne), by using the compromised user’s secret value h(x||ID).
If E sends these modified values (ID, c∗1, c

∗
2) to the server, then the server will

authenticate E by performing the authentication and key establishment phase.
Therefore, CWY’s ROSI protocol is obviously insecure against a Denning-Sacco
attack.

5 Proposed ROSI Protocol

This section proposes an improved ROSI protocol by providing perfect forward
secrecy in order to overcome the above mentioned problems with CWY’s proto-
col. The improved protocol also consists of two phases; the registration phase,
and the authentication and key establishment phase.

5.1 Registration Phase

(1) The user submits his ID and PW to the server through a secure channel.
(2) The server issues the user a smart card that stores R = h(x||ID) ⊕ PW ,

h(·), p and g.

5.2 Authentication and Key Establishment Phase

The user who has obtained the server-issued smart card can perform the fol-
lowing steps to log on to the server and establish fresh session keys with the
server. The proposed authentication and key establishment phase is illustrated
in Figure 2.

(1) Client→Server: ID, c1, c2

The user inserts his smart card into the terminal and inputs his ID and PW .
The card then extracts h(x||ID) by computing R⊕ PW , chooses a random
exponent c ∈ Z∗

p and computes c1 = gc(modp) and c2 = h(h(x||ID)||gc).
The card sends (ID, c1, c2) to the server.
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Shared information: Generator g of Z∗
p of prime order q. Hash function h(·).

Information held by Client: Identity ID. Password PW . Smart card.
Information held by Server: Secret key x.

Client Server

Input ID, PW
Extract h(x||ID) = R ⊕ PW
Choose c ∈ Z∗

p

Compute c1 = gc(modp)
Compute c2 = h(h(x||ID)||gc) ID, c1, c2−−−−−−−→ Compute h(x||ID)

Verify h(h(x||ID)||c1)
?
= c2

Choose s ∈ Z∗
p

Compute K = gcs(modp)
Compute c3 = gs(modp)

Compute K = (c3)
c = gcs(modp) c3, c4←−−−−−−− Compute c4 = h(K||c1)

Verify h(K||gc)
?
= c4

Compute c5 = h(K||c3) c5−−−−−−→ Verify h(K||gs)
?
= c5

Fresh session key K = gcs(modp)

Fig. 2. Proposed authentication and key establishment phase

(2) Server→Client: c3, c4

Based on the received ID, the server computes h(x||ID) and verifies the data
by checking whether h(h(x||ID)||c1) equals c2. If the verification fails, then
the server stops the authentication; otherwise, it chooses a random exponent
s ∈ Z∗

p and computes the session key K = gcs(modp), c3 = gs(modp) and
c4 = h(K||c1). The server finally sends (c3, c4) to the client.

(3) Client→Server: c5

Upon receiving (c3, c4), the client first computes the session key K = (c3)c =
gcs(modp) and then verifies whether h(K||gc) equals the received c4. If the
verification fails, it stops the authentication; otherwise, it sends back c5 =
h(K||c3) to the server.

(4) Upon receiving the data c5, the server verifies whether c5 equals h(K||gs). If
the verification fails, it refuses the request; otherwise, mutual authentication
is completed and the fresh session key K is confirmed.

6 Security Analysis and a Comparison of Performance

This section discusses the security and efficiency of the proposed ROSI protocol.

6.1 Security Analysis

This subsection analyzes the security of the proposed ROSI protocol. At first, we
define the security terms needed for the analysis of the proposed ROSI protocol.
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Definition 1. A weak secret (password) is a value of low entropy W (k), which
can be guessed in polynomial time.

Definition 2. A strong secret key is a value of high entropy H(k), which cannot
be guessed in polynomial time.

Definition 3. A secure one-way hash function y = h(x) is one where given x
it is easy to compute y and where given y it is hard to compute x.

Definition 4. The discrete logarithm problem (DLP) is explained by the fol-
lowing: Given a prime p, a generator g of Z∗

p , and an element β ∈ Z∗
p , find the

integer α, 0 ≤ α ≤ p − 2, such that gα ≡ β(modp).

Definition 5. The Diffie-Hellman problem (DHP) is explained by the following:
Given a prime p, a generator g of Z∗

p , and elements gc(modp) and gs(modp),
find gcs(modp).

Here, six security properties: Guessing attack, replay attack, stolen-verifier
attack, Denning-Sacco attack, mutual authentication, and perfect forward se-
crecy, would be considered for the proposed ROSI protocol. Under the above
definitions, the following theorems are used to analyze the six security proper-
ties in the proposed protocol.

Theorem 1. The proposed ROSI protocol can resist the server’s secret key
guessing attack.

Proof. An attacker E can intercept a login request message (ID, c1, c2) sent by
the client in Step (1) over a public network. Due to Definition 3, however, that
a secure one-way hash function is computationally difficult to invert, he cannot
derive the client’s secret value h(x||ID) from c2. Suppose that an attacker obtains
the client’s secret value h(x||ID). Due to Definitions 2 and 3, however, it is also
extremely hard for any attacker to derive the server’s strong secret key x from
h(x||ID).

Theorem 2. The proposed ROSI protocol can resist the replay and an imper-
sonation attack.

Proof. An attacker E can intercept (ID, c1, c2) and use it to impersonate the
client when sending the next login message. For a random challenge, however,
the gc and gs separately generated by the client and server are different every
time. Since the client and server always verify the integrity of the fresh session
key K by checking c4 and c5, the replayed messages can be detected by the client
and server, respectively. Furthermore, obtaining random exponents c and s from
gc and gs is computationally infeasible, as it is a discrete logarithm problem
of Definition 4. Therefore, E cannot compute K without knowing c and s. In
addition, it is also computationally infeasible to obtain the fresh session key
K = gcs from gc and gs, as it is the Diffie-Hellman problem of Definition 5. As
a result, E cannot impersonate the client or the server.
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Theorem 3. The proposed ROSI protocol can resist the stolen-verifier attack.

Proof. Servers are always the target of attacks. An attacker may try to steal
or modify the verification table stored in the server. If the verification table is
stolen by an attacker, the attacker may masquerade as a legitimate user. If the
verification table is modified, a legitimate user cannot successfully login to the
system. This results in a denial-of-service attack. The proposed protocol is a
nonce-based authentication protocol, but it does not require a verification table
in the server. Obviously, the proposed protocol can prevent the stolen-verifier
attack.

Theorem 4. The proposed ROSI protocol can resist the Denning-Sacco attack.

Proof. Although an attacker E obtains gc, gs and fresh session key gcs, E cannot
obtains the client’s secret value h(x||ID) from c2 = h(h(x||ID)||gc) because x is
a strong secret key by Definition 1 and h(·) is a secure one-way hash function by
Definition 3. Obviously, the proposed protocol can prevent the Denning-Sacco
attack.

Theorem 5. The proposed ROSI protocol provides mutual authentication.

Proof. Mutual authentication means that both the client and server are authen-
ticated to each other within the same protocol, while explicit key authentica-
tion is the property obtained when both implicit key authentication and key
confirmation hold. As such, the improved protocol uses the Diffie-Hellman key
exchange algorithm to provide mutual authentication, then the key is explicitly
authenticated by a mutual confirmation fresh session key K.

Theorem 6. The proposed ROSI protocol provides perfect forward secrecy.

Proof. Even if both client’s password PW and server’s secret key x are com-
promised simultaneously, an attacker E can derive only the fresh session key at
this time. Previous fresh session keys cannot be opened because the fresh session
key is constructed under the Diffie-Hellman key agreement scheme. That is, it
is computationally infeasible to obtain the fresh session key K = gcs from gc

and gs by Definition 5. So the proposed ROSI protocol provides perfect forward
secrecy.

The security properties of CWY’s ROSI protocol, and the proposed ROSI
protocol are summarized in Table 1.

6.2 Performance Comparison

The computational costs of CWY’s ROSI protocol and the proposed ROSI pro-
tocol in the authentication and key establishment phase are summarized in Ta-
ble 2. The computational costs of the registration phase are the same. In the
authentication and key establishment phase, CWY’s protocol requires a total of
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Table 1. Comparisons of security properties

CWY’s protocol Proposed protocol

Guessing attack Secure Secure

Replay attack Secure Secure

Impersonation attack Secure Secure

Stolen-verifier attack Secure Secure

Denial of Service attack Secure Secure

Denning-Sacco attack Insecure Secure

Mutual authentication Provided Provided

Perfect forward secrecy No provided Provided

Table 2. Comparisons of computational costs

CWY’s protocol Proposed protocol

Client Server Client Server

Exponent operation 0 0 2 2

Hash operation 4 6 3 4

XOR operation 3 3 1 0

ten hashing operations and six exclusive-or operations, but the proposed proto-
col requires a total of two exponent operations, seven hashing operations and
one exclusive-or operations. Two exponent operations are needed to prevent a
Denning-Sacco attack and to provide perfect forward secrecy.

When considering hashing and exclusive-or operations, in CWY’s protocol,
one hashing and one exclusive-or operation for the server are required for a user
to register and get his smart card. In the authentication and key establishment
phase, four hashing and three exclusive-or operations for the client and six hash-
ing and three exclusive-or operations for the server are required. In the proposed
protocol, however, one hashing and one exclusive-or operations in the server are
required for a user to register and get his smart card. In the authentication
and key establishment phase, three hashing and one exclusive-or operations in
the client and four hashing operations in the server are required. Obviously, the
proposed protocol is more efficient than CWY’s protocol.

7 Conclusions

The current paper demonstrated that CWY’s improved ROSI protocol does not
provide perfect forward secrecy and is susceptible to a Denning-Sacco attack. We
then presented an enhancement to the protocol in order to isolate such prob-
lems. The proposed ROSI protocol can resist various attacks including guessing,
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replay, stolen-verifier, and Denning-Sacco. In addition mutual authentication
and perfect forward secrecy are provided. The computational costs also are sig-
nificantly less than those of the CWY’s protocol. As a result, in contrast to
CWY’s protocol and the existing SAS-like authentication protocols [3–5, 8], the
proposed ROSI protocol can efficiently and securely perform key agreement for
secure communication on the Internet Web environment.
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Abstract. In the last few years XML-based access control languages
like XACML have been increasingly used for specifying complex poli-
cies regulating access to network resources. Today, growing interest in
semantic-Web style metadata for describing resources and users is stim-
ulating research on how to express access control policies based on ad-
vanced descriptions rather than on single attributes.
In this paper, we discuss how standard XACML policies can handle
ontology-based resource and subject descriptions based on the standard
P3P base data schema. We show that XACML conditions can be trans-
parently expanded according to ontology-based models representing se-
mantics. Our expansion technique greatly reduces the need for online
reasoning and decreases the system administrator’s effort for producing
consistent rules when users’ descriptions comprise multiple credentials
with redundant attributes.

1 Introduction

Semantic-Web style ontologies are aimed at providing a common framework
that allows data to be shared and reused by applications across enterprise and
community boundaries. While interest for ontology-based data representation is
now growing in many application fields, access control techniques still do not
take full advantage of semantic Web metadata. Recent proposals for specify-
ing and exchanging access control policies adopt XML-based languages such as
the eXtensible Access Control Markup Language (XACML) [4]. Although very
expressive and flexible, XACML is severely limited by the comparatively low
expressive power of formalisms used to describe resources and users requesting
them.

In this paper we present a practical and efficient approach for increasing
XACML expressive power by incorporating into XACML policies ontology-
based resource and subject descriptions based on the standard P3P base data
schema [8]. In particular, we describe how XACML conditions can be expanded
taking into account ontology-based models representing user profiles and re-
sources semantics. Our expansion technique greatly reduces the need for on-line
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Fig. 1. Scenario

reasoning, relieving the (potentially heavy) computational burden of support-
ing resource and users’ semantics in policy definition and evaluation. As far as
user descriptions are concerned, we rely on P3P-based credentials [8], which are
increasingly used to represent subject-related personal information in privacy
policies. In our approach, the standard P3P base data schema for credential def-
inition is converted into semantic-Web style metadata that can be easily checked
in the framework of policy evaluation1. Figure 1 illustrates the scenario we con-
sider. The XACML policies are created via the Policy editor component. The
Reasoner takes such XACML policies together with the subject and resource on-
tologies as input and computes the expanded XACML policies including seman-
tically equivalent additional conditions. These conditions, specified in disjunction
with the original ones, allow for increasing the original policy’s expressive power.
Our semantically expanded XACML policies can be straightforwardly used as a
replacement of the original ones or, more interestingly, can be evaluated side by
side with them, flagging cases of inconsistency in the policies’ semantics.

Therefore, our solution allows the definition of rules based on generic asser-
tions defined over concepts in the ontologies that control metadata content. The
result is a semantic-aware policy language exploiting the high expressive power
of ontology-based models. The remainder of this paper is organized as follows.
Section 2 describes our semantic-Web style representation of the standard P3P
base data schema. Section 3 shows a simple example of XACML policy expan-
sion, deriving possible alternatives obtained by straightforward reasoning over
context information. Section 4 illustrates how the reasoning process derives the
actual credential users should provide to be granted access to a given resource
by taking into account an explicit representation of resources. Finally, Section 5
shows how a complex condition is modeled and how the ontology is used to
deduce some semantically equivalent alternatives.

1 More specifically, the ontology used in this paper relies on the revised P3P base data
schema introduced in our previous work [3, 6]
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Fig. 2. The language layer defining the building blocks of our RDFS-based represen-
tation of the standard P3P base data schema

2 Representing Heterogeneous Credential Information

We start from a simple RDFS representation of the standard P3P base data
schema. Fig. 2 shows the first level of RDF Schema definitions [10] (the lan-
guage layer) for our semantic-Web style representation of the standard P3P
base data schema [8]. Here, classes have a grey background color while prop-
erties have borders and no background color. Root class DataItemDefinition
is sub-classed by DataStructureDefinition and DataElementDefinition to
model P3P data structures and data elements, respectively, and by a class
Condition used to model policy conditions by means of the associated prop-
erties hasFunction, hasMember, and hasValue. More precisely, these properties
represent the evaluation function, the variables, and the literal values used in the
condition, respectively. Conditions can feature alternatives by means of property
equivalentCondition. We denote the inclusion between DataItems with prop-
erty refersDefinitionwhose domain and range (in RDFS terms rdfs:domain
and rdfs:range) coincide with the DataItemDefinition class. This property,
together with the rdfs:subClassOf property, will be used throughout the paper
to query the knowledge base for alternatives to data items.

Below the language layer, the ontology layer (see Fig. 3) comprises data ele-
ments and structures represented as classes and linked with each other by means
of the refersDefinition property. This layer models the semi-lattice structure
of the P3P base data schema [6]. At the bottom of the model, the instance layer
contains the actual negotiable user credential expressed as instances of the classes
defined by the ontology layer. Credentials are connected by the refersInstance
property, modeling the tree structure linking literal values to nodes representing
credential instances as a whole. For the sake of simplicity, rather than bending
the built-in inference rules associated with ontology languages like OWL [7], we
rely on plain RDFS and define from scratch a rule set representing the reasoning
patterns required by our application. In the following, the examples make use
only of the implications in the ontology layer, hence the instance layer is not
further described.
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Fig. 3. The ontology layer integrating the standard P3P base data schema with cre-
dential definitions

3 Referencing Credential Information in Policies

We are now ready to describe some worked out examples of ontology-based
policy expansion. In the first example, we show how using an ontology to
link independent credentials to the P3P base data schema allows for eas-
ily specifying alternatives. Fig. 4 shows an XACML condition that refer-
ences data items of the extended context provided by the ontology via the
urn:...:BaseDataSchema:User:Name:Family URN, matching it with the lit-
eral “Rossi”. From the URN we can note that the referenced data items:

– belong to the underlying P3P base data schema and can correspond to dif-
ferent alternatives (one for each possible credential);

– have type Family, which is part of the Name context associated with the
User requiring a resource or service.

From this URN, the following RDQL [11] query can be derived.

SELECT ?DataElement
WHERE
(<http://.../BaseDataSchema#Family><http://.../BaseDataSchema#refersDefinition>?DataElement)
(?DataElement rdfs:type <http://.../BaseDataSchema#SubjectAttribute>)

The query extracts the referenced data items from the P3P base data schema
(note that class SubjectAttribute allows for distinguishing subject creden-
tials from resources types). Let us now examine in more details the (hope-
fully rather self-explanatory) RDQL syntax. First of all, in the selection clause
we collect all ontology nodes referenced by the Family node. Since Family
is a leaf and refersDefinition is a reflexive property (i.e., ?Credential
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<Rule RuleId="urn:...:ruleid:1" Effect="Permit">
<Description/>
<Target/>
<Condition>

<Apply FunctionId="urn:oasis:...:function:string-equal">
<AttributeValue DataType="http://www.w3.org/2001/XMLSchema#string">

Rossi
</AttributeValue>

<SubjectAttributeDesignator AttributeId=" urn:...:BaseDataSchema:User:Name:Family "

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>

</Condition>
</Rule>

Fig. 4. A simple XACML condition referencing the extended context

refersDefinition ?Credential holds for any candidate credential), the only
result is:

<http://.../BaseDataSchema#Family>

Then, we query the information base for data items semantically equivalent
to BaseDataSchema#Family. Note that the other elements specified in the URN
(i.e., User and Name) act as constraints. We then derive the following RDQL
query:

SELECT ?DataElement
WHERE
(?DataElement rdfs:subClassOf <http://.../BaseDataSchema#User>)
(?DataElement rdfs:subClassOf <http://.../BaseDataSchema#Name>)
(?DataElement rdfs:subClassOf <http://.../BaseDataSchema#Family>)
(?DataElement rdfs:type <http://.../BaseDataSchema#SubjectAttribute>)

The RDFS reasoning engine returns two results:

<http://.../Passport#FName>
<http://.../IdentityCard# FamilyName>

The entities are then mapped to the URNs urn:...:Passport:FName, and
urn:...:IdentityCard:FamilyName, respectively, and the original condition is
expanded as illustrated in Fig. 5.

Note that, as long as the two parties agree on the extended context, our
expansion procedure does not affect the asymptotic complexity of evaluation,
since the expanded condition can still be evaluated by applying XACML stan-
dard functions to literal values. Our policy expansion process has therefore the
advantage of hiding the complexity of the structure of the user description meta-
data.

4 Referencing Proprietary Representations of Resources

P3P base data schema is normally used for describing user-related personal in-
formation. However, the scope of our technique can be easily enlarged to en-
compass resource descriptions. The availability of a common data schema allows
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<Condition>
<Apply FunctionId="urn:oasis:...:function:or">

<Apply FunctionId="urn:oasis:...:function:string-equal">
<AttributeValue DataType="http://www.w3.org/2001/XMLSchema#string">

Rossi
</AttributeValue>
<SubjectAttributeDesignator AttributeId="urn:...:BaseDataSchema:User:Name:Family"

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>
<Apply FunctionId="urn:oasis:...:function:string-equal">

<AttributeValue DataType="http://www.w3.org/2001/XMLSchema#string">
Rossi

</AttributeValue>

<SubjectAttributeDesignator AttributeId=" urn:...:IdentityCard:FamilyName "

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>
<Apply FunctionId="urn:oasis:...:function:string-equal">

<AttributeValue DataType="http://www.w3.org/2001/XMLSchema#string">
Rossi

</AttributeValue>

<SubjectAttributeDesignator AttributeId=" urn:...:Passport:FName "

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>

</Apply>
</Condition>

Fig. 5. The XACML condition of Fig. 4 after the expansion

<Condition>
<Apply FunctionId="urn:...:functions:semantic-match">

<ResourceAttributeDesignator AttributeId=" urn:...:Document:Creator "

DataType="urn:...:datatypes:structured-type"/>

<SubjectAttributeDesignator AttributeId=" urn:...:BaseDataSchema:User "

DataType="urn:...:datatypes:structured-type"/>
</Apply>

</Condition>

Fig. 6. XACML condition referencing an arbitrary categorization of resources

for rooting an arbitrary representation model for describing resources metadata:
actual credentials can then be associated with this information. Following the
standard XACML approach, our second example introduces a custom matching
function, called semantic-match, that will be applied to structured data items,
indicated by the custom data type structured-type. As an example, consider
the XACML condition in Fig. 6. This condition is evaluated to true when the
Document:Creator data structure describing a resource matches the User data
structure from the base data schema. The task of finding the right credential
against which to match the resource’s Creator can then be left to the reasoning
engine.

In this example, our semantic-match function works as follows:

– First, it retrieves data items identifying a document’s creator (for the sake
of conciseness, we assume that authors are uniquely defined by their first
name, last name, and e-mail). Here, class ResourceAttribute allows for
distinguishing resource types from subject credentials:
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SELECT ?DataElement
WHERE
(<http://.../Documents#Creator><http://.../BaseDataSchema#refersDefinition>?DataElement)
(?DataElement rdfs:type <http://.../BaseDataSchema#ResourceAttribute>)

According to our assumption, this query returns three values:

<http://.../Document#FirstName>
<http://.../Document#FamilyName>
<http://.../Document#EmailAddress>

– Since resources descriptions are not credentials, their definitions need not be
shared. Thus, for each of the data items retrieved, the corresponding super-
classes in the base data schema are identified2. For instance, the following
RDQL query selects data items in the base data schema that are equivalent
to data element FirstName.

SELECT ?DataElement
WHERE
(<http://.../Documents#FirstName> rdfs:subClassOf ?DataElement)
(?DataElement rdfs:type <http://.../BaseDataSchema#SubjectAttribute>)

The result of this query is

<http://.../BaseDataSchema#Given>

– At this point, all data items can be retrieved as in Section 3, taking into
account the User constraint in the SubjectAttributeDesignator:

SELECT ?DataElement
WHERE
(?DataElement rdfs:subClassOf <http://.../BaseDataSchema#User>)
(?DataElement rdfs:subClassOf <http://.../BaseDataSchema#Given>)
(?DataElement rdfs:type <http://.../BaseDataSchema#SubjectAttribute>)

This query returns two values:

<http://.../Passport#GName>
<http://.../IdentityCard#FirstName>

After translating all the alternatives into URNs, the condition is expanded
according to the translation’s results. Once again, we remark that the expanded
policy is fully compliant with the XACML standard schema defined in [4]. For
the sake of conciseness, the (rather verbose) result of the expansion is shown in
Appendix A.

2 Note that these super-classes are themselves leaves induced in the P3P base data
schema by the refersDescription property
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<Condition>
<Apply FunctionId="urn:oasis:...:function:string-match">

<AttributeValue DataType="http://www.w3.org/2001/XMLSchema#string">
Milano

</AttributeValue>

<SubjectAttributeDesignator AttributeId=" urn:...:IdentityCard:CityOfBirth "

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>

</Condition>

Fig. 7. A condition on the city of birth of the requestor

5 Expressing Advanced Semantics-Aware Conditions

In this Section, our expansion technique is extended to take into account not
only the metadata context being referenced by a policy, but also how data items
are combined or evaluated in conditions. As we will see, complex translations
schemes can be defined, leading to equivalent conditions in terms of the attributes
being compared, the function being applied, and also the right-end value of the
comparison. In other words, our example will take into account not only the con-
text composed of attributes associated with subjects and resources, but also the
operational semantics of the policy language describing the rules. Here, meta-
data represents not only the data items being exchanged, but also the conditions
applied to them.

The conditions shown in Figure 7 states that the city of birth of the requestor
should be equal to Milano.

In triple format this condition can be expressed as follows:

COND-001 rdf:type dom:Condition

COND-001 dom:hasFunction ’urn:oasis:...:function:string-match’

COND-001 dom:hasValue ’Milano’

COND-001 dom:hasMember IdentityCard:PlaceOfBirth

Our expansion technique derives an equivalence between these triples and
the ones below:

COND-002 rdf:type dom:Condition

COND-002 dom:hasFunction ’urn:oasis:...:function:string-regexp-match’

COND-002 dom:hasValue ’/11(\w)F205(\w)’
COND-002 dom:hasMember CodiceFiscale

In other words, we can generate the following assertion:

COND-001 dom:equivalentCondition COND-002

Note that condition COND-002 has left and right terms different from those
of COND-001 and also uses a different evaluation function. However these two
conditions are equivalent because the Italian tax code, called codice fiscale, is
a 16 digits alphanumeric code uniquely defined by the first name, last name,
gender, date, and city of birth. The city code F205 appearing in positions 12
to 15, indicates Milano as the city of birth and therefore the original condition
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<Condition>
<Apply FunctionId="urn:oasis:names:tc:xacml:1.0:function:or">

<Apply FunctionId="urn:oasis:...:function:string-match">
<AttributeValue DataType="http://www.w3.org/2001/XMLSchema#string">

Milano
</AttributeValue>
<SubjectAttributeDesignator AttributeId="urn:...:IdentityCard:PlaceOfBirth"

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>

<Apply FunctionId=" urn:oasis:...:function:string-regexp-match ">

<AttributeValue DataType="http://www.w3.org/2001/XMLSchema#string">

/11(\w)F205(\w)
</AttributeValue>

<SubjectAttributeDesignator AttributeId=" urn:...:CodiceFiscale "

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>

</Apply>
</Condition>

Fig. 8. The condition of Fig. 7 after the expansion

can also be expressed in XACML by matching the codice fiscale against the
regular expression ’/11(\w)F205(\w)’. The expanded condition is represented
in Fig. 8.

Computationally, the equivalence between the two conditions can be checked
by direct mapping with tabled values, such as the city codes appearing in the
CodiceFiscale, or else provided by means of numeric or string conversion func-
tions.

6 Extending XACML to Support Complex Conditions

The previous examples have shown how we can expand XACML conditions ex-
pressing a predicate (e.g., equality) between an attribute and a literal or between
two attributes by means of an ontology based on the standard P3P data schema.
One step further toward increasing the policy language expressive power beyond
plain XACML would require dealing with more complex logic conditions, in-
cluding variables and quantifiers. For instance, the complex condition “User X
can see document Y if there exists at least another document Z with the same
creation date” cannot be expressed in plain XACML. Also, evaluating this kind
of conditions is known to be a difficult computational problem [2]. For this, we
need to define a different XML-syntax, based on a BNF grammar like the one
shown below:

Q varList booleanExprPred.

booleanExprPred ← pred, booleanExprPred

← pred; booleanExpression.

← pred.

← ¬ pred.

pred ← predName(varList).

varList ← varName, varList.

← varName.

Q ← ∃, ∀.
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Note that with this approach the evaluation mechanism of the new policy
language will need to perform ontology-based reasoning as an integral part of the
policy evaluation mechanism rather than using it to explicitly expand policies.
The evaluation of complex conditions requires a component (currently being
developed [1]) traslating XML-based logic conditions into RDQL queries to be
submitted to an ontology-based reasoner during the evaluation phase. Online
reasoning about conditions, of course, will require careful design in order to
keep the computational burden of policy evaluation under control; also, it may
lead to unexpected results, as the effects on policy evaluation of the semantic
information stored in the ontology are not available for inspection. For this reason
it might be necessary to publish, for transparency, also the inference rules used
for the evaluation. We plan to deal with this subject as future work.

7 Conclusions

We have illustrated how XACML policies can be expanded on the base of
ontology-based resource and subject descriptions encoding the P3P base data
schema. Our approach can be used with any P3P data schema to derive, given a
specified policy, a policy that includes semantically equivalent additional condi-
tions on users and resource description metadata. The advantage of our solution
is twofold. First, it permits to automatically extend available access control poli-
cies taking into account resources whose metadata express similarity with other
resources already mentioned in the policies. Second, it allows to check consis-
tency of existing policies with respect to different resources and users having a
similar semantic status.
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A Expansion of the Condition in Fig. 6

<Condition>
<Apply FunctionId="urn:oasis:names:tc:xacml:1.0:function:and">

<Apply FunctionId="urn:oasis:names:tc:xacml:1.0:function:or">
<Apply FunctionId="urn:oasis:names:tc:xacml:1.0:function:string-equal">

<ResourceAttributeDesignator AttributeId=" urn:...:Document:Creator:FirstName "

DataType="http://www.w3.org/2001/XMLSchema#string"/>

<SubjectAttributeDesignator AttributeId=" urn:...:User:Name:Given "

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply><Apply FunctionId="urn:oasis:names:tc:xacml:1.0:function:string-equal">

<ResourceAttributeDesignator AttributeId=" urn:...:Document:Creator:FirstName "

DataType="http://www.w3.org/2001/XMLSchema#string"/>

<SubjectAttributeDesignator AttributeId=" urn:...:IdentityCard:GivenName "

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>
<Apply FunctionId="urn:oasis:names:tc:xacml:1.0:function:string-equal">

<ResourceAttributeDesignator AttributeId=" urn:...:Document:Creator:FirstName "

DataType="http://www.w3.org/2001/XMLSchema#string"/>

<SubjectAttributeDesignator AttributeId=" urn:...:Passport:GName "

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>

</Apply>
<Apply FunctionId="urn:oasis:names:tc:xacml:1.0:function:or">

<Apply FunctionId="urn:oasis:names:tc:xacml:1.0:function:string-equal">

<ResourceAttributeDesignator AttributeId=" urn:...:Document:Creator:FamilyName "

DataType="http://www.w3.org/2001/XMLSchema#string"/>

<SubjectAttributeDesignator AttributeId=" urn:...:User:Name:Family "

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>
<Apply FunctionId="urn:oasis:names:tc:xacml:1.0:function:string-equal">

<ResourceAttributeDesignator AttributeId=" urn:...:Document:Creator:FamilyName "

DataType="http://www.w3.org/2001/XMLSchema#string"/>

<SubjectAttributeDesignator AttributeId=" urn:...:IdentityCard:FamilyName "
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DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>
<Apply FunctionId="urn:oasis:names:tc:xacml:1.0:function:string-equal">

<ResourceAttributeDesignator AttributeId=" urn:...:Document:Creator:FamilyName "

DataType="http://www.w3.org/2001/XMLSchema#string"/>

<SubjectAttributeDesignator AttributeId=" urn:...:Passport:FName "

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>

</Apply>
<Apply FunctionId="urn:oasis:names:tc:xacml:1.0:function:date-equal">

<ResourceAttributeDesignator AttributeId=" urn:...:Document:Creator:EmailAddress "

DataType="http://www.w3.org/2001/XMLSchema#string"/>

<SubjectAttributeDesignator AttributeId=" urn:...:User:Online:Email "

DataType="http://www.w3.org/2001/XMLSchema#string"/>
</Apply>

</Apply>
</Condition>

B RDQL Basics

RDQL queries have the following general form:

SELECT ?a

FROM <http://input-model.rdf>
WHERE (?a, <http://some-predicate>, ?b)

AND ?b < 5

Question marks indicate variables, each variable in the SELECT clause deter-
mines a column in the output. The FROM clause allows for selecting a specific file
as the input model; this functionality is not used in the paper.

The WHERE clause simply defines triples that must be found in the knowledge
base for a result to be selected: in the example, elements eligible for the ?a
placeholder must have property some-predicate linking to some element ?b.

Finally, the AND clause allows for evaluating literal values according to a set of
standard functions: in the example, the element ?b linked to a candidate result
?a must evaluate as < 5. Also this functionality is not used in the paper.
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Abstract. The increasing number of devices for multimedia consump-
tion poses a significant challenge on the device independence of Web
Information Systems. Moreover, media content itself becomes increas-
ingly complex, requiring not only an adaptive layout model, but also
support for interactivity and synchronisation of resources.
In this paper, we use the XiMPF document model integrated with de-
scriptive languages for layout, synchronisation and interaction. This in-
tegration preserves the uniformity which XiMPF handles singular re-
sources and composed multimedia items with. Moreover, it improves the
reusability and automatic adaptation of multimedia content. We focus
on the introduction of interactivity in this model and present a publi-
cation engine which processes XiMPF items and their descriptions, and
generates different versions of the content for different platforms.

1 Introduction

The emergence of powerful networked devices such as mobile phones, personal
digital assistants and set-top boxes brings about a dramatic diversification of the
means of multimedia consumption. Web Information Systems need to be able to
select and adapt content in order to target diverse types of client devices.

Our approach allows fine grained adaptation of multimedia content to the ca-
pabilities of target devices and user preferences while maintaining maximum pub-
lisher control options. It aims to facilitate the reuse of multimedia resources and
presentational information across heterogeneous consumption platforms. This
is accomplished by a rigorous separation of concerns (content, structure, po-
sitioning, styling, synchronisation, behavior/interactivity) in the hierarchically
structured XiMPF document model.

2 The XiMPF Document Model

In order to give the publisher maximal control of the output specification and
to maximize reuse possibilities, we have continued development of the XiMPF

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 394–399, 2005.
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document model (see [3, 6, 7] for a detailed introduction and examples). Fash-
ioned after the MPEG-21 Digital Item Declaration (DID) model [5], it defines
a semantically richer set of elements to structure and annotate the presentation
content.

The XiMPF document model defines a document as a tree aggregating com-
posing items. The nodes of the tree consist of (sets of) description fragments
and content resources. The document model makes abstraction of item content:
atomic multimedia resources are allowed as alternatives for composite presenta-
tion fragments, for example a picture and caption combination can be substituted
for a video.

For the aggregation of textual and multimedia content, descriptions of struc-
ture, layout, synchronisation and behavior are used. We currently use available
W3C technologies (XHTML, CSS, SMIL) supplemented with custom developed
description languages where needed (e.g. interactivity). By not limiting the de-
scriptive languages to be used, a flexible and future-proof framework guarantees
the ability to cope with new target platforms.

Composite presentation fragments and atomic multimedia resources are
treated in a similar fashion. Both can be automatically transformed or adapted
to the target platform by the publication engine. The publisher can:

– leave the selection between alternatives to the publication engine - based on
the client capabilities and preferences, or

– point to the version he deems fit for a certain presentation.

3 Use Case Description

To demonstrate the validity of the XiMPF model and the feasibility of a web
information system in a multimedia, multichannel context, we operated within
a specific use case scenario: the development of a new publication infrastruc-
ture for the present VRTNieuws.net website [2]. At the moment, the leading
Belgian public broadcast company VRT (Vlaamse Radio en Televisie) produces
news content for television, radio and internet. The internet publication engine
produces only two fundamentally different versions: a full multimedia and a
text-only version, both targeted towards a PC browser.

The new engine separates the editing of content from the adaptation and
presentation for different platforms. Several versions of the news content (in-
cluding text content as well as multimedia resources) are automatically derived
from the same source material but the publisher retains control over the layout
of the document presented to the customer.

In this use case, we generate output adapted to the following platforms:

– a television set with a set-top box and a large, high quality screen;
– a PC system with adequate system resources and a medium sized screen;
– a personal hand-held device (PDA) with wireless network connection.
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4 Introducing Interactivity

Adding interactive behavior to media publications usually requires some form of
programming. This often results in implementation code being spread across the
entire publication. Such entanglement complicates adaptation of the document
to support different platforms. It also interferes with reuse of the non interactive
parts of the media publication, as these parts cannot be easily separated from
the interaction code. In this section, we elaborate on a method to integrate
interactive components in the XiMPF model in a way that leaves the separation
of concerns intact.

An example is a user controlled slideshow developed for the news site use
case. Visually, the slideshow consists of an image and a back and forward but-
ton. When the user clicks one of the buttons, the image changes. In a web
environment, this requires adding some code to the buttons via the onclick at-
tribute. This code is usually a call to a function in a separate script element or
external file. The external code contains a reference to the image element that
must change when the user clicks a button. During an initialisation phase, the
images are preloaded and stored in an array. The back and forward functions
can access this array and show the correct image.

While this is a simple example of interactivity, it already shows that the im-
plementation of the behavior is tightly coupled with the rest of the document.
There are links between the buttons, the images, the initialization phase and the
rest of the code. Even though a Javascript and a VBScript implementation are
conceptually identical, replacing one with the other will not be trivial, as several
pieces of code throughout the whole document must be changed. This compli-
cates reuse of the rest of the application (structure, layout and synchronisation).

Publishing this interactive presentation on a fundamentally different plat-
form, like a television with Java based set-top box, will be cumbersome, as
manual editing of the whole presentation is inevitable.

Our approach is based on a strict separation of the – possibly platform specific
– implementation of the interactive behavior from the rest of the document.
This ensures reusability of the rest of the media application. Three pieces of
information are required to enable this separation (see figure 1).

1. An API defines the generic interface of the interactive behavior. For the
slideshow, it defines the parameters for the initialisation phase (a list of
images and a reference to the container for the images) and the supported
features (back, forward) together with their parameters if present.

2. An interaction description in the XiMPF document links the parameters and
features from the API with specific XiMPF items. These links are indepen-
dent from the actual implementation of the interactive behavior.

3. An implementation of the API for a certain platform. When targeting a web
browser, this implementation will for example define an onclick attribute
for the back and forward buttons and an onload attribute for the body
element. The attribute values will contain a Javascript function call imple-
menting the desired behavior. The referred functions are also defined in the
implementation.



Multi-channel Publication of Interactive Media Content 397

Fig. 1. Interactivity is added to media content via an API defining the behavior, an
interaction description in the XiMPF document linking parameters and features with
specific XiMPF items and an implementation

To illustrate this method, we will describe the necessary steps to add a feature
to an interactive document. This feature will allow a user to push a button
to move a slideshow one image forward. To add the ’forward’ feature to the
slideshow example, one needs to list the feature with its parameters (name and
type) (in this case none) in the API. In the XiMPF interaction description, this
feature is bound to a GUI item (in this case an image defined in the structure
definition that will serve as a button through the inclusion of an onClick method).
If needed, items or values are added as parameters to this feature binding in the
XiMPF interaction description. The implementation file defines the construction
of the code fragments that need to be added to the output document. This
construction includes XSLT processing to replace parameters with their actual
values. Parameters are replaced with the facet (selected in the implementation,
e.g. item ID or item source path) of the parameter item (as declared in the
interaction description). The publication engine constructs the code fragments
and weaves them into the output publication.

This method of describing the interactive behavior of the slideshow applica-
tion enables reuse of the XiMPF document, including the interaction description,
for different platforms. For example, if we want to use Java or Flash instead of
Javascript when publishing the slideshow, we only need to add the corresponding
Java or Flash implementation alongside the Javascript implementation. As long
as the new implementation adheres to the slideshow API, a publication of the
interactive application in the correct format is possible without changes to the
XiMPF document.

While the slideshow is a simple example, describing more complex interactive
behavior is equally straightforward. Once the API is defined, it can be used
in XiMPF documents without any dependency on the actual implementation
(complexity).
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5 Publication Framework

Our publication infrastructure, based on the Apache Cocoon framework [1], per-
forms the generation of the news site described in our use case and the adaptation
of atomic resources. The current version of our architecture (see figure 2) consists
of an XML processing pipeline including a XiMPF Transformer, responsible for
resolving and adapting XiMPF documents to a specific presentation version, a
core engine, which acts as an intelligent broker, a resource and metadata (device
characteristics, resource metadata and so forth) database and an adaptation ser-
vice registry. The adaptation services registered by the service registry are used
to process atomic multimedia resources like audio and video.

XiMPF Serializer
XiMPF

Transformer
Generator

Service

Manager
CoreEngine

Transformer

Web Services

Cocoon

ResourceBase
Adaptation

Service Registry

Image

Convertor

Information (Metadata)

ServiceManager call

Fig. 2. The publication framework based on Cocoon

6 Related Work

A lot of the standard multimedia document models like SMIL and RIML [8],
lack appropriate modeling primitives to enable reuse of multimedia content in
different presentations and contexts. For example, SMIL’s layout mechanism
only allows fixed positioning of media items with regard to each other, and
thus forces the author to create separate layouts for devices with highly differ-
ing screen sizes. XHTML and CSS take the approach of separating structure
and layout but still lack adequate support for true single authoring. Different
style sheets are needed to accommodate various platforms. To enable content
creation and reuse for complex content applications, a more rigorous separa-
tion of presentational aspects is required, together with a high level document
model like MPEG-21 DID. However, the practicability of MPEG-21 DID is vague
and the model needs extensions for description types and structure which are
introduced by the XiMPF model. Model-driven methodologies, like Hera [4] dis-
tinguish three design steps: conceptual, navigational and presentation design.
Hera’s navigation model offers flexible support for form-based interactivity in
data-intensive applications. This is complementary to the XiMPF interactivity
model, which is more geared towards dynamic content. Note also that Hera does
not support synchronisation.
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7 Conclusions

Device independent content management is an important challenge for Web
Information Systems. This is especially true for dynamic multimedia content. In
this context, we have indicated the strengths of the XiMPF document model,
namely reuse of both media resources and presentational information at a fine
level of granularity, and support for automatic adaptation of both singular and
composed media content. The introduction of interactivity in a reusable and
implementation independent manner demonstrates the extensibility of XiMPF.
We built an extensible publication framework able to adapt media resources
and descriptions, and generate specific output documents for different client
terminals. We applied it to the news site of the leading Belgian broadcaster
VRT, generating adapted news publications including interactive JavaScript,
VBScript and Flash components for 3 different platforms.
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Abstract. The Web is enormous, unlimited and dynamically changed
source of useful and varied kinds of information. The news is one of the
most rapidly changing kinds of information. The departure for this paper
is presentation of RSS, an useful data format used frequently by publish-
ers of news; some statistics related to news syndication illustrate the ac-
tual situation. Then, two recently developed methods for examination of
similarity of textual documents are briefly presented. Since RSS-supplied
records always contain the same type of information (headlines, links, ar-
ticle summaries, etc.), application of methods of presented type makes
their diverse applications like automatic news classification and filtering
easier.

1 Introduction

This paper describes some general problems of publishing, retrieving and filtering
news information on the Web. The first section introduces the principle of the
news publication on the Web. The second section explains the main problems
of exploration and filtering of the news data from the presentation Web pages.
The following sections present the problems of the contents syndication on the
Web and present some statistical results of the experiments carried out. Then
the RSS feed data formats is introduced. The following sections show potential
and features of this format. The last sections present methods for classification
of documents using full text similarity measures. The conclusion summarizes the
problems presented.

2 News Published on the Web

There are a lot of web sites which publish news. The news sites publish different
kinds of information in different presentation forms [3, 6]. News is a very dynamic
kind of information, constantly updated. The news sites have to be verified very
often so as not to miss any of the news information. In Table 1 the updating
frequency for some Web news sites is presented.Some parameters are significant

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 400–405, 2005.
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Table 1. Example of updating news frequency (provided by the sites administrators)

Service news URL Update

Google http://news.google.com about 20 min

Voila actuality http://actu.voila.fr every day

TF1 news http://new.tf1.fr/news instantaneously

News now http://ww.newsnow.co.uk about 5 min

CategoryNet http://www.categorynet.com every day

CNN http://www.cnn.com instantaneously

Company news groups http://www.companynewsgroup.com about 40 per day

for automatic treatment; frequency of data updating, the size of the transferred
data and extraction and filtering facilities on news sites. We have done some
statistical tests to evaluate the updating frequency [13] of news.

The results shown (Fig.1a) the different behavior of interrogated sites: the
news updated very regular or irregular when information is updated when present.
Some news sites present periodic activity: ex. the news site of the French tele-
vision channel TF1 is updated only during working hours. The results confirm
that the content of the news sites change very often. This is one of the most
important reasons for careful optimization the data flux format. The traffic gen-
erated on the net by news is high and it is interesting to optimize it. We have
done some comparative tests (Fig. 1b) of the transferred data size for the news
presented in HTML and in XML (RSS).

news service HTML RSS

Bussines Week 47K 9K

TF1 32K 3,7K

Dallas News 22K 0,5K

IOL News 14K 2,3K

Premiere Ministre 37K 2,5K

Fig. 1. a) Values of updating frequency; b) comparative size of HTML and RSS

3 News Data Formats: HTML and RSS

There are two the most frequently used data format for news publishing; the
HTML non-structured data format and the dedicated format, named RSS-feed.
These formats have different aspects for publication and presentation and for
retrieving and exploring the data by other tools such as catalogues, search-
engines and meta-search tools.
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3.1 HTML Presentation

There are a lot of news Web sites that present the news using only the stan-
dard HTML page form. This page contains a lot of diverse data, not only lists
of selected news items, but also much additional information. This additional
information is completely useless for the retrieving tools (Search Engine, Meta-
Search Engine, etc.) [11, 12]. The searching news’ agent needs to extract only the
significant data. Additional and non-essential data increases the complexity of
analysis. The HTML pages, which include the informational and presentational
data, are not optimal for data extraction and information content updating. The
HTML pages are also not optimal for data transfer because of their size.

Data Extraction Problems. The format of the HTML news pages are not stan-
dardized. Their form does not lend itself to information extraction. There are
two kinds of extraction problems. Firstly, finding all of the news description with
their links included in the news page and then identifying only the pertinent ones.
The most important difficulties of information extraction are: complex linking,
difficulties in recognizing and following links to framed pages and then extrac-
tion of the information in this frame, difficulties in identifying links in image
maps and in the script code sources like a JavaScript, etc. There is also some
information, which is not static, for example, thematic publicity selected auto-
matically and frequently changed. The retrieving tool has to distinguish which
piece of data is the news information and select only the significant links.

3.2 RSS Feed

RSS (RDF Site Summary) is an XML-based special format that enables web
developers to describe and syndicate web site content. The original RSS, was
designed as a format for building portals of headlines to mainstream news sites.
But RSS is not designed just for news and news-like sites, it became one of the
basic weblog-oriented products and other web-based publishing software.

RSS Advantages. RSS provides a static and well-structured format for all the
textual documents. The RSS file contains only the informational data formatted
in a standardized format without any presentation parts. This well structured
document is easy to parse. It is possible to analyze, monitor and to extract the
data automatically. When we aim at off-line filtering or classification of news
or other documents the RSS format seems to be a good proposition for simple
extracting textual records which needs to be evaluated on their relevance. In the
evaluation, human-similar comparison of textual documents (words, sentences,
abstracts, full documents, etc.) is a key problem.

4 Similarity of Textual Records

So far, the methods used for text comparison have been based mainly on the
classical identity relation, according to which two given texts are either identical
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or not. Diverse similarity or distance measures for sequence of characters have
been developed. Examples of simple indices are Hamming and Levenstein dis-
tances. However, conventional methods are of limited usefulness and reliability,
in particular for languages having reach inflexion (e.g.Slavonic languages). Here,
two more sophisticated methods that make use of different independent ways of
looking for similarity - similarity in terms of fuzzy sets theory [7, 9, 10] and se-
quence kernels [2, 4, 5], are proposed as possible solution. Although they exhibit
certain similarities in their behavior, in many aspects the methods differ in an
essential way. Here, only the first method is briefly presented; for the second one
we refer to the given literature.

Fuzzy Measure. To enable a computer compare textual documents, the fuzzy
similarity measure proposed in [7] (cf. also [9, 10]) can be used. Because in the
considered case we deal with relatively frequently changing sources of textual
information, the less time-consuming version of the method [8] analogous to the
n-gram method described in [1] is recommended.

Let W be the set of all words from a considered dictionary (universe of
discourse).

Definition 1. The similarity measure takes the form

∀w1, w2 ∈ W : μRW (w1, w2) =
1

N − k + 1

N(w1)−k+1∑

j=1

h(k, j) (1)

where: h(i, j) = 1, if a sub-sequence containing i letters of word w1 and
beginning from its j-th position in w1, appears at least once in
word w2; otherwise: h(i, j) = 0;
h(i, j) = 0 also if i > N(s2) or i > N(s1);
N = max{N(w1), N(w2)} - the maximum of N(w1), N(w2)- the
number of letters in words w1, w2, respectively;
k denotes length of the considered string.

The function μRW can obviously be interpreted as fuzzy relation in terms of the
fuzzy sets theory. This fuzzy relation is reflexive: μRW (w, w) = 1for any word w;
but in general it is not symmetrical. This inconvenience can be easily avoided
by the use of minimum operation. Note that the human intuition is considered
because the bigger is the difference in length of two words, the more different
they are, and the more common letters are contained in two words, the more
similar they are.

However, the value of the membership function contains no information on
the sense or semantics of the arguments. In a natural way, the sentence com-
parison bases on word similarity measure and any two textual records which are
sets of words (sentences or not) can be compared using formula (2).

Definition 2. The fuzzy relation on S - the set of all sentences, is of the form
RS = {(〈s1, s2〉 , μRW (s1, s2)) : s1, s2 ∈ S} , with the membership function μRS :
S × S → [0, 1]
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μRS(s1, s2) =
1
N

N(s1)∑

i=1

max
j∈{1,...,N(s2)}

μRW (wi, wj), (2)

where: wi- the word number i in the s1 sentence, wj - the word number
j in the s2 sentence,μRW (wi, wj) - the value of the μRW function
for the pair (wi, wj),
N(s1), N(s2) - the number of words in sentences s1, s2,
N = max{N(s1), N(s2)} - the number of words in the longer of
the two sentences under comparison.

In the summary, we state that both methods, i.e. fuzzy concept based, and
sequence kernels, used to find the similarity of words can be also applied to
establish similarity of sentences or even whole documents. In the first method,
some similarity function on the sentences or documents must be defined, cf.(2).
In the second one, instead of letters, the alphabet should contain words or sen-
tences. Both methods are non-sensitive to mistakes or other misshapen language
constructions but standard preprocessing is recommended. Unfortunately, they
do not use semantic information existing in the natural language. To increase
the rate of comparison correctness a dictionary of synonyms should support the
method applied.

5 Summary

At the beginning, RSS feed files were used only for the news sites. Now, with
thousands of RSS-enabled sites, this format has become more popular, perhaps
the most widely seen kind of XML. RSS-feed is easy to use and well optimized
to retrieve the news from the source sites. That is why it is useful to publish
the news in two formats; firstly HTML dedicated to visual presentation and
secondly XML-based format which is more useful for retrieving-tools. The RSS
format seems to be a good proposition for simple extracting textual records which
play the same role in different documents and therefore needs to be evaluated on
their mutual similarity or similarity to certain pattern. For human-similar au-
tomatic evaluation of document relevance more sophisticated methods for text
comparison than simple classical identity relation must be applied. Comparison
of longer textual documents (words, sentences, abstracts, full documents, etc.)
becomes a key problem. Examples of two methods based on quantitative mea-
sures were presented. Because of their character, they should be integrated with
other approaches and applied off-line, eg. as an intelligent agent module.
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Abstract. Modelling adaptive Web applications is a difficult and complex task.
Usually, the development of general system functionality and context adaptation
is intertwined. However, adaptivity is a cross-cutting concern of an adaptive Web
application, and thus is naturally viewed as an aspect. Using aspect-oriented mod-
elling techniques from the very beginning in the design of adaptive Web appli-
cations we achieve a systematic separation of general system functionality and
context adaptation. We show the benefits of this approach by making navigation
adaptive.

1 Introduction

Adaptive Web applications are an alternative to the traditional “one-size-fits-all” ap-
proach in the development of Web systems. An adaptive Web application provides more
appropriate pages to the user by being aware of user or context properties. Modelling
adaptive Web applications is a difficult task because general system functionality as-
pects and adaptation aspects are tightly interwoven. We propose to view adaptivity as a
cross-cutting concern and thus to use aspect-oriented modelling techniques to the mod-
elling of adaptive Web applications. The advantages of using aspects when modelling
adaptation is the removal of redundant modelling information, the increase in main-
tainability of models, and the better modularity of designs by grouping interrelated
facets [9]. In particular, aspects make explicit where and how adaptivity interacts with
the functional features of the Web application. Building less redundant models has the
additional advantage of bug reduction in an implementation based on these models.

We demonstrate how aspect-oriented modelling techniques for adaptivity can be
used to specify common types of adaptive navigation. In particular, we present aspects
for adaptive link hiding, adaptive link annotation and adaptive link generation [5]. This
demonstration is done in the context of the UML-based Web Engineering (UWE [13])
method and the SmexWeb (Student Modelled Exercising on the Web [1]) framework for
adaptive Web-based systems which has been developed at the University of Munich1.

The remainder of this paper is structured as follows: We first provide an overview
of UWE and of adaptivity in Web applications. Next, we present our approach to mod-
elling adaptivity with aspects. As a running example, we use a SmexWeb instance that
� This research has been partially sponsored by the EC 5th Framework project AGILE (IST-

2001-32747) and Deutsche Forschungsgemeinschaft (DFG) within the project MAEWA (WI
841/7-1)

1 http://smexweb.pst.informatik.uni-muenchen.de
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implements a lesson on the topic of EBNF (Extended Backus-Naur Form). We conclude
with a discussion of related work and some remarks on future research.

2 UML-Based Web Engineering

Separate modelling of Web application concerns is a main feature of UML-based Web
Engineering (UWE) as well as of other Web engineering methods. Thus, different mod-
els are built for each point of view: the content, the navigation structure, the business
processes, and the presentation. The distinguishing feature of UWE is its UML compli-
ance [15] since UWE is defined in the form of a UML profile and an extension of the
UML metamodel (for more details, see [12, 13]).

In UWE, the content of Web applications is modelled in a conceptual model where
the classes of the objects that will be used in the Web application are represented by
instances of <<conceptual class>> which is a subclass of the UML Class. Relationships
between contents are modelled by UML associations between conceptual classes.

The navigation model is based on the conceptual model and represents the navi-
gation paths of the Web application being modelled. A <<navigation class>> represents
a navigable node in the Web application and is associated to a conceptual class con-
taining the information of the node. Navigation paths are represented by associations:
An association between two navigation nodes represents a direct link between them.
Additional navigation nodes are access primitives used to reach multiple navigation
nodes (<<index>> and <<guided tour>>) or a selection of items (<<query>>). Alternative
navigation paths are modelled by <<menu>>s.

A navigation model can be enriched by the results of the process modelling which
deals with the business process logic of a Web application and takes place in the process
model. The presentation model is used to sketch the layout of the Web pages associated
to the navigation nodes.

Figure 1 shows a simplified navigation model of our SmexWeb example [1]: an
EBNF lesson, in which a grammar for constructing mountains is developed. After an
introductory session, the user can select among three alternatives: “recognising moun-
tains” or “building mountains”, or to solve directly. First the user interactively solves
the exercise with the support of the system. Subsequently, the user can apply his EBNF
knowledge to solve a similar exercise without support.

3 Adaptivity

Adaptive Web applications allow for personalisation and contextualisation of Web sys-
tems. An adaptive Web application provides more appropriate pages to the user by be-
ing aware of user or context properties. User properties are characteristics such as tasks,
knowledge, background, preferences or user’s interests. Context properties are those re-
lated to the environment and not to the users themselves comprising both, user location
(place and time) and user platform (hardware, software, network bandwidth). These
properties are kept in a user model or context model, which is continuously updated
based on the observation the system makes of the user behaviour or the environment, or
on modifications of the user or context profile explicitly performed by the user.
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Mountains
Recognising

Directly
Solving

EBNF−Knowledge
Applying

Mountains
Building

Main Menu

Introduction
EBNF−Session

Fig. 1. SmexWeb: Navigation model for the EBNF lesson

We distinguish three levels of adaptation [12]: content adaptation, link or navigation
adaptation and presentation adaptation. Others, like Brusilovsky [5], distinguish only
between content and link level adaptation, where content adaptation refers as well to
changes in the layout as to differences in the contents. Adaptive content comprises text
adaptation and multimedia adaptation, whereas well known techniques for text adapta-
tion are inserting/removing/altering of fragments, stretchtext and dimming fragments.
Techniques to implement adaptive presentation are modality (selection, e.g., between
written text or audio), multi-language (text translation into another language) and lay-
out variations (e.g., resizing of images and ordering of text fragments or multimedia
elements). Adaptive navigation support is achieved by adaptive link ordering, adaptive
link hiding/removing/disabling, adaptive link annotation and adaptive link generation.
The direct guidance and map adaptation techniques proposed by Brusilovsky [4, 5] can
be implemented by the adaptation link techniques mentioned above: ordering, annota-
tion, hiding and generation; thus we limit the description to those techniques:

– adaptive link ordering is the technique of sorting a group of links belonging to a
particular navigation node. The criteria used for sorting are given by the current
values of the user model: e.g., the closer to the top of the list, the more relevant
the link is. Sorted links are only applicable to non-contextual links and are useful
in information retrieval applications, but they can disorient the user as the link list
may change each time the user enters the page.

– adaptive link annotation consists of the augmentation of the links with textual com-
ments or graphical icons, which provide the user with additional information about
the current state of the nodes behind the annotated links. Link annotation is a help-
ful and frequently used technique, also used for user-independent annotation.

– adaptive link hiding can be easily implemented by removing, disabling or hiding
of links. All three techniques reduce the cognitive-overload of the user with the
advantage of more stable nodes when links are added incrementally.

– adaptive link generation is a runtime feature for adding new anchors for links to a
node based on the current status of the user model. The typical implementation are
user model dependent shortcuts.
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In our SmexWeb example we use the techniques of adaptive link annotation, adap-
tive link ordering and adaptive link hiding for link adaptation. Depending on the ac-
quired knowledge, the user skills and the estimated cognitive abilities of the user – con-
tained in the current user model (see below) – the system offers different links, sorted
in a different way and differently annotated with emoticons.

The current user model for the EBNF course comprises three sub-models: domain,
navigation and individual model. Values of the domain model represent the learner’s
knowledge about the topic of the course. The most important attribute of the naviga-
tion model captures the learner’s navigation behaviour. The individual model represents
learning preferences, for instance with brief or extended explanations, more abstract or
more pragmatic descriptions. The initial values of all sub-models are assigned on basis
of the answers to the initial questionnaire the user has to go through before starting the
lesson. From there on, values of the user model will change dynamically according to
the user’s behaviour while navigating or solving an exercise. For further details about
the user modelling techniques implemented in SmexWeb see [1, 12].

4 Modelling Adaptivity with Aspects

Adaptivity often cross-cuts the main functionalities of a Web application, e.g., counting
the visits to a link and presenting the link differently depending on the number of visits
are orthogonal to the navigation structure. It is not desirable to model such cross-cutting
features in the principal model for each affected model element separately, since this
would lead to redundancy and make the models error-prone. Instead, the techniques of
aspect-oriented modelling [9] should be used.

Aspect-oriented modelling is a maturing modelling paradigm which aims at quan-
tification and obliviousness by introducing a new construct: aspect. By quantification
model elements of a cross-cutting feature are selected and comprised in an aspect and
thus redundancy can be reduced; obliviousness means that the principal model does not
need to be aware of the existence of the aspects and provides thus a better separation of
concerns.

An aspect consists of a pointcut part and an advice part. It is a (graphical) statement
saying that additionally to the features specified in the principal model, each model el-
ement selected by the pointcut also has the features specified by the advice. In other
words, a complete description including both general system functionality and addi-
tional, cross-cutting features of the quantified model elements is given by the composi-
tion of the principal model and the aspect. The process of composition is called weav-
ing. Building on a simple extension of the UML by aspects, we illustrate the use of
aspect-oriented modelling for modelling adaptivity in our running example SmexWeb.

4.1 Aspects in the Unified Modeling Language

The UML [15] does not show genuine support for aspect-oriented modelling. In fact,
several proposals have been made for integrating aspect orientation with the object-
oriented paradigm followed by the UML, ranging from representing the programming
language features of AspectJ in the UML [16] to integrating aspects in UML 2.0 as
components [3], for an overview see, e.g., [9].
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Fig. 2. Extension of UML metamodel

We restrict ourselves to a rather lightweight extension of the UML that merely
composes the main ingredients of aspect-oriented modelling into a subclass (stereo-
type <<aspect>>) of the UML metaclass Package: pointcut and advice; see Fig. 2. The
pointcut package comprises (references to) all model elements on whose occurrence the
advice package is to be applied. Both packages may contain constraints that either detail
the application condition or the effect of an aspect. The semantics of applying an advice
on a pointcut depends on whether an aspect is to be woven statically (<<model aspect>>)
at the model level or dynamically (<<runtime aspect>>) at runtime. The different kinds
of aspects we use for modelling navigation adaptation are discussed in the subsequent
sections.

4.2 Extension of the UWE Metamodel

In order to capture adaptive link ordering, link annotation, and link hiding, we ex-
tend the UWE metamodel for designing navigation structures of Web applications by a
NavigationAnnotation metaclass, see Fig. 3. In navigation structure models, navigation
annotations thus can be attached to any navigation link. The details of how to represent
the annotation, ordering or hiding in a specific Web application can thus be deferred to
the choice of the designer.

Fig. 3. Extended UWE metamodel (fragment)

4.3 Model Aspects

Adaptive navigation behaviour of Web applications has to rely on parameterisable fea-
tures of the underlying navigation model. Thus, the integration of adaptability into
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(b) Weaving result

Fig. 4. Adding annotations to the SmexWeb navigation structure

UWE navigation structures is most simply achieved by adding annotations to navigation
links: these annotations reflect the adaptations to the user model incurred by observed
user behaviour [12]. Such an extension, in particular, has to take place on the navigation
model level. On the one hand, each navigation link that shall be subject to adaptation
has to be marked; on the other, the marking may not be desired to be uniform, but to be
restricted to a certain part of the navigation model.

In Fig. 4(a), we show how the partial introduction of annotations can be achieved by
using a model aspect for the SmexWeb navigation structure (cf. Fig. 1). This aspect sep-
arates the annotation feature from the navigational behaviour and documents the adapt-
ability possibilities in a dedicated place. Each model aspect is woven statically with
the principal model at design time. The pointcut of the <<link aspect>> describes those
parts of the navigation structure model which are to be made amenable to adaptation.
The advice part of the aspect specifies that the class Annotation, which is an instance of
NavigationAnnotation, has to be added to all the links (hence the name <<link aspect>>)
present in the pointcut. The attribute recLevel of the annotation represents the recom-
mendation level of a link. The result of the weaving is shown in Fig. 4(b).



412 Hubert Baumeister et al.

4.4 Runtime Aspects

The difference between a run time aspect and a model time aspect is that the effect of
weaving the aspect with the navigation model is based on information only available at
runtime. This includes information about which link is being traversed and the state of
the user model. In addition, a run time aspect may change the runtime environment.

There are three types of run time aspects, link annotation aspects, link traversal
aspects, and link transformation aspects (cf. Fig. 2). A <<link annotation aspect>> is
used for adaptation of the link’s annotation attributes depending, for example, on the
experience of the user. A <<link traversal aspect>> allows us to model the adaptation of
the user and navigation model when a link is traversed, e.g., to count how often a certain
link is followed and, in combination with a <<link annotation aspect>>, to increase the
link’s priority, if followed often. With a <<link transformation aspect>> new navigation
links which were not available in the original navigation model can be introduced and
existing links removed. For example it can be modelled that a direct navigation link
is added when the system discovers that the user navigates to a navigation node quite
often.

Link Annotation/Traversal Aspect. Both, link annotation and link traversal aspects,
have a similar structure. In both cases the pointcut is a navigation diagram and the
advice is an OCL constraint. The difference is the type of OCL constraint and how
weaving is performed. With a link annotation aspect the constraint is an invariant, and,
for all links which are instances of the links in the navigation diagram of the pointcut,
the constraint is required to hold. In contrast, with a link traversal aspect, the constraint
is a postcondition constraint, and, whenever a link instance of one of the links of the
pointcut is being traversed, the postcondition has to hold after the traversal of the link.

In the advice of a <<link annotation aspect>> we refer to the current session by using
thisSession, assuming that thisSession is an instance of class Session which has at least
an association to a class User representing the current user of this session (cf. Fig. 5). In
addition, we assume that the variable link refers to an instance of a link in the navigation
diagram defined in the pointcut. This makes it possible for the constraint to navigate to
the current user and the links in the navigation diagram.

The semantics of a <<link annotation aspect>> is that at runtime, for all links that
are instances of links in the navigation diagram defined in the pointcut of that aspect,
the instance diagram has to satisfy the constraint of the advice. Note that we are mod-
elling the behaviour of aspects but not how this behaviour is implemented. Thus the
implementation of the aspect has to ensure that the constraint is satisfied.

In the example, cf. Fig. 6, the constraint of the advice ensures that the attribute
recLevel of the annotation associated with a navigation link from the navigation dia-

Fig. 5. Relationship between sessions and users
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link.annotation.recLevel = 3}

«pointcut»

Fig. 6. Example of the use of a <<link annotation aspect>>

gram is set to 3 when the current user has a knowledge level greater than 10. When a
link from the navigation diagram is displayed, the value of recLevel can be used, for
example, to display a smiley for a high recommendation level, or a frowny for a low
recommendation level.

In the case of a <<link traversal aspect>>, an advice is an OCL postcondition con-
straint in the context of an instance of the navigation diagram given by the pointcut of
the aspect. As in an advice for a <<link annotation aspect>>, the constraint may refer to
the current session by thisSession. The result of weaving a <<link traversal aspect>> into
the navigation model is that when a link corresponding to the navigation diagram of the
pointcut is traversed, the constraint of the advice is true w.r.t. the states of the system
before and after the traversal of the link. Similar to the <<link annotation aspect>>, the
postcondition has to be ensured by the implementor of the aspect after the link has been
traversed. Using an aspect-oriented language, the postcondition can be implemented by
an after advice where the pointcut is the method in the runtime environment that tra-
verses the link. In the example, cf. Fig. 7, the constraint of the advice ensures that the
traversal of links in the navigation diagram by the current user is counted.

Link Transformation Aspect. Adaptive link generation and removal can also be mod-
elled using aspects in a modularised way. In the SmexWeb example (cf. 1), a shortcut
from Main Menu to Apply EBNF-Knowledge should be added to the navigation model
after the user has solved the mountain grammar exercise directly. The pointcut of a
<<link transformation aspect>> has the form of a navigation model, consisting of the
navigation nodes, between whom extra links are to be added or removed and which
can use OCL constraints specifying when the advice should be applied. The advice is
another navigation model, consisting of the classes contained in the pointcut and the

Main Menu
Directly
Solving

«link traversal aspect»

«pointcut»

«advice» {post: thisSession.user.visited(link.target) = 
thisSession.user.visited(link.target)@pre + 1}

Fig. 7. Example of the use of a <<link traversal aspect>>
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new navigation structure between them. Figure 8 shows an aspect where a link from
Main Menu to Apply EBNF-Knowledge should be introduced when the user has visited
node Solving Directly at least once.

Main Menu
EBNF−Knowledge

Applying

Main Menu
EBNF−Knowledge

Applying

«link tranformation aspect»

«pointcut»

«advice»

{thisSession.user.visited(SolvingDirectly) > 0}

Fig. 8. Example of a <<link transformation aspect>>

5 Related Work

Most of the currently existing methodologies tackle the modelling of adaptive Web ap-
plications by defining a rule or a filter for each point in the application where adaptation
applies. As far as we know, only some of them view adaptivity as a cross-cutting feature
and none of them uses aspects for modelling adaptivity.

The Hera methodology [10] provides an RMM-based notation for the representation
of slices and links, which are the basic model elements of the application model. An
application model is used to represent the navigation structure and presentation aspects
of the Web application. Adaptation is on the one hand modelled explicitly, e.g., speci-
fying the possible choices with links and alternative sub-slices. On the other hand, Hera
constructs a rule-based adaptation model, but does not offer a visual representation of
these rules. Rules are allowed to be composed recursively; Hera, however, assumes a
confluent and terminating rule set.

The OO-H approach [11] proposes the use of personalisation rules to adaptivity.
These rules are associated to the navigation links of the navigation model. This means
that if a navigation node requires adaptation, this will be performed at runtime by ex-
ecution of these rules. When a node is reachable by several links, for each link the
corresponding filter has to be defined. This introduces additional redundancy, which
opens the door for bugs, like forgetting a required filter for adaptation on a link.

In WSDM [7], an adaptation specification language is defined that allows design-
ers to specify at the level of the navigation model which adaptations of the navigation
structure can be performed at runtime. Although a visual representation of the rules is
missing, rules are defined orthogonally to the navigation functionality as designers are
allowed to define rules on one single element (node, link) and on group of elements. An-
other approach is OOHDM [6], which separates adaptation from navigation by adding
a wrapper class for each navigation node which requires adaptation.

The use of aspect-oriented modelling has been recognised as a general means to
improve the modularity of software models [9]. Our pragmatic approach to the aspect-
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oriented design of adaptive Web applications takes up some aspect techniques, but is
rather geared towards the application of aspect-oriented modelling. In particular, Stein
et al. [17] propose a more elaborate graphical notation for selecting model elements.
It supports the application of wildcards for pattern matching model element names.
This notation can be used to extend our approach in specifying pointcuts. Furthermore,
Straw et al. [18] have given directives such as add, remove, and override for
composing class diagrams. The directives can be used to describe how to weave two
class diagrams together and thus the weaving process in our approach may be described
by their composition directives. Theme/UML [8] uses templates to model aspects. Its
main focus is a generic extension of the behaviour of classes where classes and their
operations are bound to the formal parameters of the templates. In our approach aspects
are used to describe additional concerns of links and associations.

6 Conclusions and Future Work

We have demonstrated the use of aspects for modelling adaptive Web applications in
the UWE method by separating the navigation model from the adaptation model. A
link aspect introduces navigation annotations to particular links for link reordering,
annotating, or hiding due to user behaviour. This link aspect is applied at model time
and thus captures cross-cutting model information in a dedicated place. During runtime,
link annotation and link traversal aspects record information of the user behaviour and
accordingly adapt the annotations or the user model for further use in the presentation
layer. Additionally, the navigation structure becomes adaptable by link transformation
aspects, that allow the designer to have fine-grained control on when links are added or
removed.

We expect that contents adaptation and presentation adaptation can also be de-
scribed by aspect-oriented modelling techniques, and we plan to investigate this topic
in more detail. In particular, the effect of adding and modifying annotations on the nav-
igation level to the presentation can again be described by aspects. We have restricted
ourselves to a rather lightweight approach to integrating aspects into the UML and
UWE in that we used the built-in extension facilities provided by the UML to define
UML profiles. A more elaborate pointcut and advice description language is certainly
desirable and subject to future research. For tool support, we plan to integrate adaptivity
aspects in the open-source Web application modelling tool ArgoUWE.
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Abstract. The Adaptive Web is a new research area addressing the per-
sonalization of the Web experience for each user. In this paper we propose
a new high-level model for the specification of Web applications that take
into account the manner users interact with the application for supply-
ing appropriate contents or gathering profile data. We therefore consider
entire processes (rather than single properties) as smallest information
units, allowing for automatic restructuring of application components.
For this purpose, a high-level Event-Condition-Action (ECA) paradigm
is proposed, which enables capturing arbitrary (and timed) clicking be-
haviors. Also, a possible architecture as well as a first prototype imple-
mentation are discussed.

1 Introduction

As the Web is a steadily growing environment and users, rather than navigat-
ing relatively simple (static) Web sites with structures that evolve only very
slowly in time, nowadays users are more and more faced with complex Web ap-
plications, dynamically generated contents and highly variable site structures.
Continuously, they are confronted with huge amounts of non pertaining contents
or changed interaction paths. As a consequence, users may feel uncomfortable
when navigating the Web.

Several techniques have been introduced that aim at augmenting the effi-
ciency of navigation and content delivery. Content personalization allows for
more efficiently tailoring contents to their recipients by taking into account pre-
defined roles or proper user profiles. The relevance of information to be presented
is derived from both user profile data and explicitly stated preferences.

Context-aware or adaptive Web applications [1, 2] go one step further and
aim at personalizing delivered contents or layout and presentation properties
not only with respect to the identity of users, but also by taking into account
the context of the interaction involving users and applications. Besides proper
user profiles, the term context usually refers to environmental (e.g temperature,
position) or technological (e.g. device, communication channel) factors.

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 417–428, 2005.
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Along a somewhat orthogonal dimension, workflow-driven Web applications
address the problem of showing the right information at the right time by ex-
plicitly modeling the hidden (business) process structure underlying determined
usage scenarios, especially within business-oriented domains. Whereas several
commercial workflow management systems [3] exist that allow specifying pro-
cesses by means of proper visual modeling tools and also support Web-based
user interfaces, Brambilla et al. [4] propose a hybrid solution that weaves the
necessary process logic into high-level, conceptual WebML site models [5].

Eventually, usability studies and Web log analysis efforts [6] try to examine
the usability and thus ergonomics problem by means of an ex-post approach with
the aim of deriving structural weaknesses, checking assumptions made about
expected user navigations and mine unforeseen navigation behaviors for already
deployed Web applications. Final goal of these approaches is the incremental
enhancement of the application under investigation in order to meet the newly
identified requirements.

We believe that a new approach and an open paradigm that combines adap-
tive and process-centric perspectives can open new ways for both (coase-grained)
application adaptation and (online) usability analysis. In this paper we propose
a model and a methodology to easily design behavior-aware Web applications
that allow performing actions in response to the user’s fulfillment of predefined
navigation patterns. Our proposal is based on the conceptual framework pro-
vided by WebML, but we also propose a new formalism, WBM (Web Behavior
Model), a simple and intuitive model for describing navigation goals. The two
models are combined to form a high-level Event-Condition-Action paradigm pro-
viding the necessary expressive power for capturing the way users interact with
applications. Despite the adoption of WebML for hypertext design, the proposed
solution is of general validity and can thus be applied to arbitrary Web applica-
tions.

The paper is organized as follows: Section 2 introduces WebML and WBM as
conceptual background; in Section 3 we define the ECA paradigm by combining
WebML and WBM. In Section 4 we discuss a possible SW architecture, Section 5
illustrates an applicative example, and Section 6 outlines experiences gained so
far. In Section 7 we discuss related research work and, finally, in Section 8 we
address future research efforts.

2 Background Models

2.1 WebML: An Overview

WebML (Web Modeling Language) is a conceptual model and development
methodology for Web application design [5], accompanied with a CASE tool
[5, 7] and an automatic code generation mechanism. WebML offers a set of vi-
sual primitives for defining conceptual schemas that represent the organization
of contents into hypertext interfaces. Visual primitives are also provided with an
XML-based textual representation, which allows specifying additional proper-
ties, not conveniently expressible in the visual notation. For specifying the data
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structure, upon which hypertexts are defined, WebML adopts the well known
Entity-Relationship model (ER).

WebML allows designers to describe hypertextual views over the application
data, called site views. Site views describe browsable interfaces, which can be
restricted to particular classes of users. Multiple site views can be defined for the
same application. Site views are organized into hypertext modules, called areas.
Areas and site views contain pages that are composed of containers of elementary
pieces of content, called content units. Content units are linked to entities of
the underlying data schema, holding the actual content to be displayed, and
restricted by means of proper selector conditions. There are several predefined
units (such as data, index, multidata or entry units) that express different ways
of publishing or gathering data within hypertext interfaces; also, proprietary
units can be defined. Arbitrary business actions can be modeled by means of so-
called operation units and performed through navigating a relative input link.
WebML incorporates some predefined operations for creating, modifying and
deleting data instances and relationships among entities, and allows developers
to extend this set with own operations.

Finally, pages or units can be connected by means of directed arcs, the links.
The aim of links is twofold: permitting users to navigate contents (possibly
displaying a new page, if the destination unit is placed in a different page),
and passing parameters from a source unit to a destination unit for providing
possible selector variables with respective values. For further details on WebML,
the reader is referred to [5].

Recently, WebML has been extended to support the design of context-aware
or adaptive Web applications [1]. Adaptive pages are continuously refreshed and,
according to possible changes within the model of the application’s context,
content or layout adaptations as well as automatic navigation actions can be
performed before rendering the HTML response. WebML operation chains are
associated to adaptive pages and express proper actions to be carried out.

2.2 WBM: An Overview

The Web Behavior Model (WBM) is a timed state-transition automata for rep-
resenting classes of user behaviors on the Web. Graphically, WBM models are
expressed by labeled graphs, allowing for an easily comprehensible syntax; cf.
Figure 1.

A state represents the user’s inspection of a specific portion of Web hypertext
(i.e., a page or a collection of pages), which is loaded on his browser, or the user’s
activation of a specific Web operation, such as “buy” on an e-commerce site, or
“download” of a given file. A transition represents the navigation from one state
to another. State labels are mandatory and correspond to names of pages or page
collections or operations; transition labels are optional and express constraints
enabling or disabling transitions, in terms of both used hypertext links and time.
Each WBM specification, called script, has at least an initial state, indicated by
an incoming unlabeled arc, and at least one accepting state, highlighted by dou-
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Fig. 1. Example of WBM script with state, link, time constraints and multiple exiting
transitions from one state. Basic WBM primitives are named: page states are expressed
by circles, operation states by rectangles

ble border lines; Figure 1 provides an overview of WBM primitives. Transitions
can be constrained by state, link, and time constraints as follows.

– State constraints. Entering a state may be subject to the evaluation of a
state constraint, expressing a predicate over properties of the pages being
accessed or operation being fired. Such predicate may refer to contents dis-
played within pages or to operation parameters. The state is accessed iff the
predicate evaluation yields to true.

– Link constraints. Each transition may be labeled with the name of a link
entering the page or enabling the operation. The state is accessed iff the
specified link is navigated.

– Time constraints. Each transition from a source to a target state may be
labeled with a pair [tmin, tmax] expressing a time interval within which the
transition can occur. Either tmin or tmax may be missing, indicating open
interval boundaries. If a transition does not fire within tmax time units, it can
no longer occur; on the other hand, navigation actions that occur before tmin

are lost. The use of suitable time constraints may thus cause the invalidation
of running scripts.

One important aspect of WBM models is, that not all navigation alterna-
tives must be covered. As the aim of WBM is to capture a concise set of user
interactions, describing particular navigation goals and respective “milestones”,
only a subset of all possible navigation alternatives is relevant. E-commerce Web
sites, for example, make heavy use of so-called access-pages that only serve the
purpose of providing users with browsable categories for retrieving the actual
products offered. Furthermore, Web sites usually provide several different access
paths toward their core contents. Therefore, by concentrating only on those in-
teractions that really express navigation goals, WBM allows both abstracting
from unnecessary details and defining small and easily comprehensible specifi-
cations. Only performing specified target interactions – in the modeled order –
may thus cause WBM state changes.
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A

Fig. 2. High-level ECA rule components

Figure 1 shows an example WBM script. Entering the state denoted by Page1
is constrained by pred1, which must evaluate to true. The transition from the
first state to the second state must occur within tmin and tmax time units from
the moment the script has been initiated, otherwise the script fails. The script
in Figure 1 also presents two exiting transitions from state Page2. States labeled
Operation1 and Page3 are “competing”, as a browsing activity in Page2 may
lead to either Operation1 or Page3. We constrain WBM scripts to have only one
active state at time, only transitions may cause changes to it. Therefore, either a
user browses from Page2 to Page3 (the transition Page2 to Page3 is triggered)
and the script reaches the accepting state denoted by Page3, or the transition
to accepting state Operation1 occurs if Operation1 is performed by using link1.

Despite the use of WebML for specifying example hypertext structures, WBM
as adopted in this paper can be used to describe navigation behaviors on top of
arbitrarily developed hypertexts. For further details on WBM and its proposi-
tional logic, the reader is referred to [8].

3 ECA Rule Model

To build the ECA rules that finally make Web applications aware of predefined
user behaviors, we now combine WBM scripts and WebML adaptation mecha-
nisms. Commonly, the ECA paradigm describes a general syntax (on event if
condition do action) where the event part specifies when the rule should be trig-
gered, the condition part assesses whether given constraints are satisfied, and
the action part states the actions to be automatically performed if the condition
holds.

In our view, the event consists in a page or operation request, the condition is
a set of requirements on the user navigations (expressed as a WBM script), and
the action part specifies some adaptivity actions to be forced in the Web appli-
cation and expressed as WebML operation chain. Events are generated only for
explicitly labeled pages (A-label) denoting the scope of the rule, and proper rule
priorities resolve possible conflicts among concurrently activated rules. Figure 2
graphically represents such ECA rules.

Consider for instance the rule of Figure 2. The rule reacts to a user’s visit
to Page1 followed by a visit to Page2. Thus, the expressed condition only holds
when the script gets to the accepting state Page2. Once the accepting state is
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User

Web Application

Server

Database

Rule Engine

Fig. 3. A schema representing the architecture of the ReActive Web System

reached, the actions (expressed as cloud in Figure 2) are executed and, after a
re-computation of page parameters, possible adaptations may be performed.

4 The ReActive Web System Architecture

Our so-called ReActive Web framework requires an extension of standard Web
architectures: a new server, called Rule Engine, is introduced as illustrated in
Figure 3. It collects and evaluates HTTP requests in order to track the user’s
navigational behavior, and hosts a repository of WBM scripts, which can be
executed on behalf of individual users.

The behavior of the Rule Engine is described by the following steps (cf.
Figure 3).

1. URL requests as generated by user clicks are notified to the Rule Engine.
2. A request can cause either the instantiation of a new script, or a state change

of a given running script, or nothing.
3. When a WBM script reaches an accepting state for a certain user, the Rule

Engine changes a record in the shared database, storing the information
about the completed script and the user’s session. Also, variables used by
the WBM script are stored in the database.

4. Finally, if the request refers to a page contained within the rule’s scope,
the application interprets the modified data record as request for activating
the adaptation chain associated to that page. Accordingly, it executes the
operation chain, possibly generating a modified hypertext.

While the above steps represent the core of the Rule Engine’s behavior, sev-
eral variants are possible regarding the interaction between the three servers.
For example, the Rule Engine server can act as stand-alone system for usabil-
ity analysis or validation of given Web applications. The use of a distributed
architecture offers some significant advantages:
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– Since script handling is assigned to a dedicated server, which is neither the
database nor the Web server, the overall application’s performance is not
affected by the time required for rule processing1.

– The Rule Engine is not bound to the technology used to develop the Web
application, and a single Rule Engine can handle rules for more than a single
Web application.

– The Web application remains operational, even in case of Rule Engine slow-
downs or crashes.

– The Rule Engine can be recovered independently from the rest of the Web
application.

Synchronous as well as asynchronous rule execution models can be achieved
with the presented architecture. In the synchronous case, if a rule is success-
fully triggered, the action part of the rule is executed immediately at the first
page request. To avoid possible performance slowdowns (due to time spent for
script evaluation), the asynchronous configuration defers rule evaluation to the
next (automatic) page refresh. This allows for parallel tasks and short response
times. The strong decoupling of application server and Rule Engine allows for
independent resource management and parallel and scalable configurations2.

5 Case Study: An E-Learning Web Application

In this section we introduce a case study to explore some aspects of the potential
of our approach. In particular, we chose the e-learning domain due to the large
possibility of personalization and adaptation possibilities it offers. A sketch of the
e-learning Web application model – without the adaptation layer – is depicted
in Figure 4. When a user logs in to the application, he is forwarded to the Home
page, where User Data and Suggested Courses – only if there is any suggestion
for the current user in the database – are displayed. From the Home page the
user can ask for the Courses page. When requesting that page, if there is no
ExpertiseLevel (a value corresponding to the user’s current level of knowledge)
available for the current user, he is redirected to the Test page. In this case, a
multiple choice test for the lowest level of knowledge is proposed to the user.
When he submits the filled test to the Web application, his new ExpertiseLevel
is computed and he is redirected to the Courses page, where suitable concepts
for its level are presented. From here, the user can browse new contents (Course
page) or navigate to the Test page and perform a new test to verify if his level
is increased after having studied new contents.

In the following we introduce two examples that add an adaptation layer to
the presented Web application.

1 This result requires, in addition, to instrument the Rule Engine as asynchronous
process, as will be discussed later

2 Further details on the implementation of the Rule Engine can be found at
http://dblambs.elet.polimi.it
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H

Fig. 4. The WebML model of the proposed educational Web site

*

Fig. 5. An ECA adaptive rule to trigger evaluation of a student’s knowledge level

Example 1. Evolving the Level of User Expertise. Figure 5 models an
ECA rule to redirect the user to the Test page for the next experience level after
having visited 3 courses; i.e., 3 different instances of Course pages, spending at
least 3 minutes over each page. The WebML operation chain for adaptation is
actually performed when the user asks again for a Course page. The * in the
final state of the WBM script specifies the acceptance of any arbitrary page.
The WebML model in figure serves the purpose of providing the user with new
questions and answers allowing him to assess progress.

Example 2. User Profiling. Suppose we want to personalize the application
according to the user’s preferences traceable from his navigational choices (cf.
Figure 6). We detect that a user is interested in a certain category of courses
when he navigates at least three different Course pages presenting three courses
belonging to the same category. In response to this behavior, the WebML chain
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Fig. 6. An ECA adaptive rule to profile users according to their navigational behavior

stores the preference reported by the user – captured by the Get WBM Variable
Unit – in the database. Now, courses belonging to the same category are pre-
sented to the user by means of the Suggested Courses unit in the Home page.

6 Experiments

A first prototype of the presented architecture has been developed and tested
by implementing the reactive Web application of the previous case study (see
Section 5). So far, we have fully implemented only link and time constraints
provided by WBM, while only few of the mechanisms required by WBM state
constraints have been realized. At this step, we are using a Web service for
the interaction between Web application and Rule Engine. First feedback from
experiments are quite positive: experiments proved that the whole mechanism
is feasible and that the use of the asynchronous execution model effectively
avoids Rule Engine response times to impact on user navigation. Besides positive
initial considerations, experiments revealed a problem of performance in the
architecture. We observed an excessive lag between the start of a notification of
a page request and the final computation of the new state by the Rule Engine
(around 2.5 seconds to manage 100 user requests). Further studies proved that
the bottleneck of the system was not the Rule Engine (a stand-alone version of
the Rule Engine can process the same 100 requests in less than 60 milliseconds).
The actual bottleneck was found to be the time needed to generate the SOAP
request by the client. We will fix this problem in the upcoming prototype and
test the impact on performance caused by the introduction of complex state
constraints3.

7 Related Works

The ECA rule paradigm was first implemented in active database systems in the
early nineties [9, 10] to improve the robustness and maintainability of database
applications. Recently, they have been also exploited in other contexts such as

3 Experiments were realized using an AMD AthlonXP 1800+, 512MB of RAM and
with Tomcat as web server. WBM scripts used were more complex than the ones
described in this paper



426 Stefano Ceri et al.

XML [11], to incorporate reactive functionality in XML documents, and the Se-
mantic Web [12], to allow reactive behaviors in ontology evolutions. Our research
explicitly adds ECA-rules to web application systems to allow adaptation based
on user behavior.

A number of paradigms to model the user’s interaction with the Web have
been proposed [13, 14]. Indeed, the proposed approaches model the user inter-
action from the Web application’s point of view: they have been designed to
describe the navigational model of Web applications and not to model the user
interacting with the application. Nevertheless, they can be adapted to model
the user behavior disregarding the navigational design of the Web application.
The main advantage of these models is their strong formal definition, as they
are based on well known formal models like Petri Nets [13] or UML StateCharts
[14].

WBM, on the other hand, is a general purpose model to describe at high
level the user’s interaction with Web applications, focusing only on navigational
alternatives able to capture navigation goals. Besides that, WBM has an easy
visual paradigm that allows designers to specify arbitrary user’s behavior models.

A variety of design models have been proposed for Adaptive Hypermedia [15–
17]. While most of these methods differ in approach, all methods aim to provide
mechanisms for describing Adaptive Hypermedia (see [18, 19] for a survey). Most
of them do not use a full ECA paradigm and rather deal with a CA paradigm
[17]. Others [15] are not conscious to use an ECA paradigm and hence do not
refer directly to it or do not propose a formal model, based on such a well-
known paradigm. Some of them focus only on the adaptation, disregarding an
effective description of the user’s behavior that should trigger the adaptation
[20]. A comprehensive overview of commercially available solutions is presented
in [21]. The author points out that commercial user modeling solutions are very
behavior-oriented: observed user actions or action patterns often lead directly to
adaptations without an explicit representation of the user characteristics.

AHAM [15], in literature, is often referred to as the reference model for
Adaptive Hypertext. It is based on Dexter [22], an early model for hypertext,
and uses maps of concepts. The model presents many valid ideas (e.g. the 3-layer
model capturing all the adaptive semantics) but suffers for the use of an old-
fashioned model such as Dexter and is more suited for e-learning domain. The
model introduced in [20] extends WSDM [23], a Web design method, with an
Adaptation Specification Language that allows specifying the adaptive behavior.
In particular, the extension allows specifying deep adaptation in the Web appli-
cation model, but lacks expressive power as regards the specification of the user’s
behavior that triggers the adaptation. No discussion on an architecture imple-
mentation of the proposed design method is provided. In [17] the authors propose
a Software Engineering oriented model based on UML and OCL to describe in
a visual and a formal way an adaptive hypertext application. The adaptation
model is based on a Condition-Action paradigm that allows expressing condi-
tions on the user’s behavior. The proposed visual notation lacks of immediacy
and suffers the use of a visual paradigm born outside the Web area. Likewise, [2]
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proposes an interesting framework for context-aware adaptivity based on ECA
rules, but it fails in proposing a real design model. It is not even clear if the
original idea has been really used in experimental applications and with which
results.

Compared to the cited researches, our model allows for an easy specifica-
tion of user-behavior-driven, adaptive Web applications, and we heavily exploit
expressive power derived by ECA rules. Furthermore, we supported our ideas
by implementing and testing the proposed architecture underlying the model,
allowing for automatic code generation from the Web application design model.

8 Conclusion and Future Work

In this paper we proposed a general purpose model for building behavior-aware
Web applications. Our proposal is based upon WebML and WBM, and combines
these two models into a visual ECA paradigm that opens the road to the im-
plementation of high-level CASE tools for designing advanced Web sites. In this
context, we are currently investigating the use of well-known modeling primi-
tives, such as UML statecharts, for expressing WBM and its notation, as they
are already supported by proper CASE tools.

Within our future work, we will develop proper policies for dealing with
priorities and conflicts. Currently, we adopt the simple policy of always choosing
the rule at highest priority, but this can be improved. Furthermore, we did
not consider the problem of rule termination yet, which might arise when rules
trigger each other. Also, dynamic activation and deactivation of rules and of rule
groups will be considered.

A first prototype of the reactive Web environment has been implemented. It
demonstrates the applicability and power of the approach, as it supports rules
of arbitrary complexity and therefore can build arbitrary reactive applications.
The implementation of a second generation prototype is ongoing, with optimized
rule management and offering full graphic user interfaces to designers.
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Abstract. New Web applications are rapidly moving from stand-alone
systems to distributed applications that need to interoperate with third
party systems, such as external Web services or legacy applications. In
most cases, this integration is not properly addressed by current Web En-
gineering proposals, that either achieve it only at one single level (user
interface, process, code or data), or assume the existence of a central con-
ceptual model, something which is not always true in a service-oriented
scenario. This paper presents a model-based framework that provides
concepts and mechanisms for facilitating the high-level integration of
Web applications with third party systems, allowing the manipulation of
the external entities of such systems as native elements of our models.

1 Introduction

We are currently witnessing an evolution of Web applications, which are rapidly
moving from stand-alone systems to distributed applications that need to in-
teroperate with third party systems, such as external portlets, Web services or
legacy applications.

In most cases, this integration is not properly addressed by existing Web
Engineering proposals (such as WebML [1], OOHDM [2], UWE [3], OO-H [4],
W2000 [5] or WSDM [6]). They provide excellent methodologies and tools for
the design and development of Web applications. However, they have also shown
some limitations when external and legacy systems need to be integrated into
the applications they build. For instance, they either achieve this integration
only at one single level (user interface, process, code, or data – see e.g., [7])
or assume the existence of a central model (usually called the conceptual or
structural model), around which the rest of their models are built. However, the
existence of such a central model is not always true, as it happens, for instance,
in service-oriented scenarios where each party can have its own data schema.
Finally, most of these Web proposals do not supply mechanisms for making
explicit their provided and required interfaces, their processes, choreographies,
data models, and business logic. Such a sort of “componentization” of Web
application development is required in order to properly exchange information
and services with other systems.

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 441–452, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Integration problems also depend on the kind of external systems being con-
sidered. Web services have become the Internet standard for exchanging func-
tionality between loosely coupled clients and servers. Portlets [8] allow the ex-
change of presentation, on top of basic functionality, for Web portals construc-
tion. Finally, legacy software have been defined as “software that works”. Al-
though usually poorly documented, difficult to maintain, and complex to adapt
and integrate with other systems, this kind of applications cannot be ignored
because they support core business functions, embed business rules not doc-
umented anywhere else, and preserve the strategy and finances of most large
organizations.

A proper integration approach requires an structured an efficient way to
assist software architects and developers achieve it not only at implementation
level, but also during all phases of the development process.

This paper presents a model-based framework that provides the concepts
and mechanisms required for facilitating the high-level integration of Web ap-
plications with third party systems, allowing the manipulation of the external
entities of such systems as native elements of our models. It is based on the
MDA principles [9, 10], that aim at providing portability, interoperability and
reusability through architectural separation of concerns. MDA prescribes certain
kinds of models to be used (i.e, CIM, PIM and PSM), how those models may be
prepared, and the relationships between the different kinds of models.

The basis for prescribing these models is the concept of viewpoint, where
a viewpoint on a system is a technique for abstraction using a selected set of
concepts and structuring rules, in order to focus on particular concerns within
that system. In this regard, our framework identifies a set of models related to
the development of a Web application, each one addressing a key concern.

The rest of the paper is structured as follows. Section 2 briefly introduces
the framework, identifies its main layers and models, and defines guidelines for
using the viewpoints prescribed by the framework for structuring Web applica-
tions development. Section 3 details how to use the framework for facilitating
integration of Web applications with third party systems, using a classical ex-
ample to illustrate the approach. Finally, Section 4 draws some conclusions and
outlines some future research work.

2 A Framework for Building Web Applications
Within the MDA Context

Our framework tries to help organize complex systems by separating the dif-
ferent concerns that matter for model-driven Web application development. As
depicted in Figure 1, it is organized in three main independent layers, each one
corresponding to a viewpoint. Consequently, a Web application in our approach
distinguishes three main PIMs, one for each layer (User interface, Business logic,
and Data). These PIMs comprise a set of models defined in terms of the entities
that are relevant to the corresponding concerns, and the relationships between
the models.
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Fig. 1. Models representing the different concerns involved in the development of a
Web application

2.1 The Data Viewpoint

The Data structure level describes the organization of the persistent informa-
tion managed by the application (that could be finally stored in, e.g., a relational
database). Information is represented in terms of the data elements that con-
stitute its information base and the semantic relationships between them. This
level is organized in two models:

• The Information Structure model deals with the information that has to
be made persistent before it gets stored in a database.

• The Information Distribution model describes the distribution and repli-
cation of the data being modeled, since information can be fragmented in
Nodes or replicated in different Locations.

2.2 The User Interface Viewpoint

The User interface level is responsible for accepting persistent, processed or
structured data from the Process and Data viewpoints, in order to interact with
the end user and deliver the application contents in a suitable format. Originally,
Web applications were specifically conceived to deal mainly with navigation and
presentation concerns, but currently they also need to address other relevant
issues:
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• The Conceptual model encapsulates the information handled by the rest
of the models at this level.

• The Navigation model represents the application navigational require-
ments in terms of Access Structures that can be accessed via Navigational
Links.

• Navigational objects are not directly perceived by the user, rather they are
accessed via the Presentation model. This model captures the presenta-
tional requirements in terms of a set of PresentationUnits.

• The User model describes and manages the user characteristics with the
purpose of adapting the content and the presentation to the users’ needs and
preferences.

• The Context model deals with Device, Network, Location and Time as-
pects, and describes the environment of the application. These are needed
to determine how to achieve the required customization.

• The Adaptation model captures context features and user preferences to
obtain the appropriate Web content characteristics (e.g., the number of em-
bedded objects in the Web page, the dimension of the base-Web page without
components, or the total dimension of the embedded components). Adapta-
tion policies are usually specified in terms of ECA rules.

2.3 The Business Logic Viewpoint

The Business Logic level encapsulates the application’s business logic, i.e.,
how the information is processed, and how the application interacts with other
computerized systems.

• The Structure model describes the major classes or component types repre-
senting services in the system (BusinessProcessInformation), their attributes
(Attributes), the signature of their operations (Signature), and the relation-
ships between them (Association). The design of the Structure model is
driven by the needs of the processes that implement the business logic of the
system, taking into account the tasks that users can perform.

• The Internal Processes model specifies the precise behavior of every Busi-
nessProcessInformation or component as well as the set of activities that are
executed in order to achieve a business objective. For a complete description
of a business process, apart from the Structure model, we need information
related to the Activities carried out by the BusinessProcessInformation, ex-
pressing their behaviour and the Flows that pass around objects or data.

• The Choreography model defines the valid sequences of messages and in-
teractions that the different objects of the system may exchange [11]. The
choreography may be individually oriented, specifying the contract a com-
ponent exhibits to other components (PartialChoreography) or, it may be
globally oriented, specifying the flow of messages within a global composi-
tion (GlobalChoreography).

• The Distribution model describes how its basic entities, the Nodes, are
connected by means of point to point connections or Links. While the Infor-
mation Distribution model of the Data viewpoint specifies the distribution of
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Fig. 2. PIMs required in the development of a Web applications, and their transfor-
mation to code (adapted from [13])

the data, this model describes the distribution of the processes that achieve
the business logic of the system.

• The Architectural Style model defines the fundamental organization of a
system in terms of its components, their relationships, and the principles
guiding its design and evolution [12], i.e., how functionality is encapsulated
into business components and services.

2.4 How the Framework Is Used

The development of a typical Web application with data, business process and
hypertext requirements involves the definition of at least three PIMs, each one
corresponding to a viewpoint (see top of Figure 2). Looking at the different
viewpoints, we realized that they can be naturally integrated using the MDA
architecture and its facilities for relating them.

The process begins by determining the scope of the system, by means of
identifying the framework metamodels that need to be instantiated. For data-
intensive Web applications, the Data viewpoint modeling is the cornerstone for
all the other viewpoints. In consequence, our starting point is an Information
Structure model of the application, which is represented in our proposal by a
UML class diagram marked with the stereotypes defined in Table 1. The In-
formation Structure model is then refined to represent how information is dis-
tributed in �Nodes	, with attribute Location specifying their location. As shown
in Table 1, external data sources will be referenced in the Information Structure
model as �ExternalInformationUnit	 UML classes, related to �InformationUnit	
UML classes by means of �ExternalRelationship	 associations.

Please notice that the fact that stereotypes of UML 2.0 Profiles may have
associated attributes is very useful [14]. They add information to the stereotypes
when marking the models – allowing us, for instance, to include information
about the Location of a �Node	, the kind and characteristics of an external
association marked with �ExternalRelationship	, etc.
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Once the PIM of the Data viewpoint has been defined, the behavioral de-
tails are given in the Structure model of the Business Logic layer. This model
captures the Web application functionality. It can be modeled in many different
ways, including, e.g., preconditions, postconditions or invariants, or using any
other notation that allows the semi-automatic generation of implementations
(e.g., an Action Semantic Language). When external systems are used, they will
be included in the model as �ExternalBusinessProcessInformation	 UML classes.
Their relationships with our �BusinessProcessInformation	 UML classes will be
represented by �ExternalAssociation	 UML associations. Again, the use of at-
tributes in stereotypes will allow us to represent (at a later stage) the kind of
external services and the way to invoke them, e.g., using SOAP in case of Web
services, JSR-168 or WSRP in case of portlets, etc.

Integration at this level is the most interesting but also the most difficult,
because it may require interoperability between processes that may not have
common a behavioral model (e.g., action semantics or granularity).

At this point, the system functionality can be refined into two additional
models: the Internal Process model and the Choreography specification. Both of
them are UML activity diagrams marked with the stereotypes defined in Table 1.
Notice that the �ExternalActivity	 and �ExternalFlow	 marks allow to handle
external business process and workflows as elements of our models.

The issues related to the architectural style (i.e., how processes are en-
capsulated into �Components	) and process distribution (e.g., how and where
components are deployed) complete the description of the Business Logic layer
in marked UML component diagrams. Finally, the PIM of the Business Logic
viewpoint is obtained by merging the previous models into a single one that
contains all the information. In this regard, not only class, activity or compo-
nent diagrams can be marked, but also UML deployment diagrams. The stereo-
types �StaticNode	, �ComputingNode	, �MobileNode	 and �ExternalNode	
have been defined to represent system artifacts as nodes, which are connected
through communication paths (�Link	 and �ExternalLink	) to create network
systems. Nodes can be either hardware devices (�Device	), places (�Place	),
actors (�Actor	) or software execution environments (�ComputingNode	).

Finally, the description of how the information is displayed to the user starts
with the definition of the Conceptual model of the User Interface viewpoint. Two
main stereotypes distinguish between internal information objects that require
to be manipulated at presentation level (�UserKnowledgeUnit	), and information
objects that are created by external entities and that need to be displayed by
our application (�ExternalUserKnowledgeUnit	) – as it happens, for instance, with
portlets. Then, the Conceptual model is enriched with Access Structures, that
determine how to reach the information objects using �Indexes	, �Menus	
or �GuidedTours	. Finally, in order to obtain the PIM of the User Interface
viewpoint, we need to provide for each �UserKnowledgeUnit	 UML class and for
each Access Structure, a graphical representation using the stereotypes defined
in Table 1.
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Table 1. Framework Models Entities

Level Model Concepts

Data Information
Structure

InformationUnit, ExternalInformationUnit, Attribute, Relation-
ship, ExternalRelationship, AccessOperation, Parameter, Con-
straint, Transaction

Information
Location

Node, ExternalNode, Link, ExternalLink, Location

User
Interface

Conceptual UserKnowledgeUnit, ExternalUserKnowledgeUnit, Attribute,
Association, Generalization, Specialization, Aggregation, Per-
spective, Dependency Relationship

Navigation NavigationUnit, NavigationLink, ExternalNavigationUnit, Ex-
ternalNavigationLink, LandmarkNavigationUnit, ContextNavi-
gation, Event, Access Structure (Indexes, Menus, Guided Tour),
OptionMenu, IndexOption

Presentation PresentationUnit, SinglePresentationUnit (Text, Image, Input el-
ement, Text area, Selection element, etc.), GroupPresentatio-
nUnit (Section, Page, Form,ExternalPage, etc.), Tabbed

Context Context, Device, Network, Location, Time

User History, Session, User, Role, UserFeature, Preference, Previous
Knowledge

Adaptation Event, Rule, Condition, Action, Entity

Business
Logic

Structure BusinessProcessInformation, Attributes, Signature, Association,
ExternalBusinessProcessInformation, ExternalAssociation

Internal
Processes

Activity, ExternalActivity, ActivityType, StartActivity, EndAc-
tivity, Flow, ExternalFlow, ControlStructure, ConditionalStruc-
ture

Choreography PartialChoreography, GlobalChoreography, Activity, Transition,
AtomicActivity, ComplexActivity, ExecutionMode, Exception,
ControlStructure, ConditionalStructure, Connection

Architecture Component, Module, Layer, Sub-module, Client, Server, Master,
Slave, Pipe, Filter, Broker, Peer, Event bus, Sources, Channel,
Bus, Listener, Model, View, Controller, Adapter, Interpreter

Distribution Node, StaticNode (Device, Place, Actor), ComputingNode, Mo-
bileNode, System, ExternalNode, Network, Link, ExternalLink

Depending on whether adaptation is required or not, a User model, a Context
model and the adaptation rules of the Adaptation model need to be specified.
These three models are merged to complete the User Interface PIM specification.

Once the three PIMs are appropriately marked, we just have to follow the
MDA transformation process from PIMs to PSMs, applying a set of mapping
rules (one for each mark and for each marked element). The result of the ap-
plication of such mapping rules are a set of class diagrams marked according
to the target technologies (e.g. Java, JSP, Oracle, etc.). Finally, the PSMs are
translated to code applying a transformation process again (see Figure 2). As
mentioned in [13], special care should be taken with the bridges between the
three PIMs and their corresponding PSMs, for which transformations are also
required.

3 Proof of Concept: The Travel Agency System

In order to illustrate our proposal, this section describes how to design a Travel
Agency Web application that interacts with both customers through a Web
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interface, and with external service providers using Web services. The Travel
Agency sells vacation packages to its customers. The packages include flights,
hotel rooms, car rentals, and combinations of these. External service providers
include transportation companies (airlines, hotels and car rentals) and financial
organizations (credit companies and banks).

To book a vacation package, the customer will provide details about his pre-
ferred dates, destinations, and accommodation options to the Travel Agency Sys-
tem (TAS). Based on this information, the TAS will request its service providers
for offers that fulfill the user’s requirements, and then will present the list of
offers to the customer. At this point, the customer may either select one of the
offered packages, reject them all and quit, or refine his requirements and start the
process again. If the customer selects one of the packages, the TAS will book the
individual services to the corresponding transportation companies, and charge
the customer. Based on these requirements, there is no need for persistent stor-
age or for adaptation in this case. Thus, only two PIMs are required: the User
Interface PIM and the Business Logic PIM.

The PIM of the User Interface viewpoint is developed starting from its
Conceptual model. For service-oriented scenarios, it has to be defined from
scratch taking into account the information that needs to be presented to the
user during a session. Therefore, our Conceptual model will consist of seven
�UserInformationUnits	 UML classes, namely TravelAgency, HolidayPackage, Book-

ing, Customer, Flight, Room and Car (see Fig. 3). Please note how the three latter
classes have been added to the model to store temporarily returned values of
invoked external services, and to handle the transactions. Besides, these entities
will act as bridges between the Travel Agency Interface and the external Web
services interfaces (marked as �ExternalUserInformationUnits	 in the Conceptual
model).

Then, the Navigation model is built as a refinement of the Conceptual model.
The Navigation model specifies the navigational structures of the Travel Agency,
i.e., how users navigate through the available informationusing Indexes (�Index	
HolidayPackageIndex), Menus (�Menu	 HolidayPackageMenu, �Menu	 Booking-

Menu, �Menu	 CustomerMenu) or Guided Tours (�GuidedTour	 BookingGuided-

Tour). With this purpose, each �UserInformationUnit	 in the Conceptual model
has been mapped to one or more �NavigationUnits	 in the Navigation model,
in the same way as Associations of the Conceptual model have been mapped to
�NavigationLinks	.

To reference the external points of navigation outside the scope of the appli-
cation, �ExternalUserInformationUnit	 UML classes (Airline, CarHire or Hotel) have
been marked as �ExternalNavigationUnit	 in the Navigation model. Likewise,
the relationships between internal and external �NavigationUnits	 have been
marked as �ExternalNavigationLinks	 in this model. We have added constraints
to �NavigationLinks	 describing which events will trigger the navigation through
the link (e.g., when a process finishes, after clicking a �MenuOption	, etc.)

The Presentation model further refers to groups of pages organized around
�PresentationUnits	 as: (i) �SinglePresentationUnits	, with their attributes



A Model-Based Approach for Integrating Third Party Systems 449

<<GroupPresentationUnit>>

<<button>>+BookPackage()
BookingMenu

<<Menu>>

<<text>>-departure_date
<<text>>-departure_city

<<text>>-seat_number

<<text>>-arrival_date
<<text>>-arrival_city

<<text>>-seat_class

<<text>>-seat_row

<<text>>-idflight

<<text>>-price

Flight
<<Seccion>>

<<text>>-hotel_name

<<text>>-room_type
<<text>>-start_date

<<text>>-end_date
<<text>>-hotel_id

<<text>>-idroom
<<text>>-price

<<text>>-city
Room

<<Seccion>>

<<text>>-car_reg_number

<<text>>-start_date

<<text>>-end_date

<<text>>-car_type

<<text>>-price

<<text>>-city

<<Seccion>>
Car

BookingGuidedTour
<<GuidedTour>>

<<text>>-description
<<text>>-idbooking
<<text>>-price

Booking
<<Page>>

TravelAgency Menu
<<Menu>>

<<SelectionElement>>SearchByFlight_Hotel_Car()
<<SelectionElement>>SearchByFlight_Hotel()
<<SelectionElement>>SearchByFlight_Car()

<<SelectionElement>>SearchByHotel_Car()

<<SelectionElement>>SearchByFlight()

<<SelectionElement>>SearchByHotel()

<<SelectionElement>>SearchByCar()
<<button>>Find()

<<controlButton>>-HotelCheckOutDate
<<controlButton>>-HotelCheckInDate
<<controlButton>>-returnDate
<<controlButton>>-leaveDate

<<inputElement>>-fromCity
<<inputElement>>-toCity

<<listControl>>-Guest
<<listControl>>-Room

<<text>>-description
<<image>>-logo
<<text>>-name

TravelAgency
<<Form>>

TravelAgency
<<GroupPresentationUnit>>

<<tabbed>>+SortByBestValue()
<<tabbed>>+SortByDistance()

HolidayPackageIndex
<<AnchorList>>

<<button>>+ChangeSearch()
<<button>>+SelectPackage()
<<button>>+ViewDetails()

HolidayPackageMenu
<<Menu>>

HolidayPackage
<<GroupPresentationUnit>>

<<text>>-description
<<text>>-idpackage
<<text>>-price

<<text>>-date

<<Page>>
HolidayPackage

<<inputElement>>-creditcardnumber
<<inputElement>>-creditcardnumber

<<listControl>>-creditcardtype

<<controlButton>>-expirydate

<<inputElement>>-password
<<inputElement>>-name

<<inputElement>>-email

<<inputElement>>-login

Customer
<<Form>>

<<button>>+NewMemberRegistration()
<<button>>+SigIn()

CustomerMenu
<<Menu>>

Customer
<<GroupPresentationUnit>>

-description

-name
-logo

Car_Hire
<<ExternalNavigationUnit>>

CarHire
<<ExternalPresentationUnit>>

-description

-name
-logo

Hotel
<<ExternalNavigationUnit>>

Hotel
<<ExternalPresentationUnit>>

-description

-name
-logo

Air Lines
<<ExternalNavigationUnit>>

AirLine
<<ExternalPresentationUnit>>

<<NavigationLink>>

<<NavigationLink>>

<<NavigationLink>>

<<NavigationLink>>

<<ExternalNavigationLink>>

<<NavigationLink>>

<<NavigationLink>>

<<ExternalNavigationLink>>

<<ExternalNavigationLink>>

<<NavigationLink>><<NavigationLink>>

Fig. 3. The PIM for the User Interface viewpoint

marked as �text	, �image	, �button	, etc.; and (ii) �GroupPresentationUnits	
that comprise UML classes and packages stereotyped �page	, �section	 or
�form	. Basically, we have used in our example �section	 to display service
responses and �page	 to display the main portal pages. We have also marked
as �forms	 those UML classes that invoke external services.

Since adaptation is not required in this case, the final PIM of the User Inter-
face viewpoint (shown in Figure 3) is obtained by merging these three models.

The PIM for the Business Logic layer can be developed in parallel start-
ing from the Structure model. As shown in Figure 4, it involves component
types representing internal system services (�BusinessProcessInformation	), their
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Fig. 4. Business Logic Structure Model

attributes (�Attributes	), the signature of their operations (�Services	), and
the relationships between them (�Associations	). External system interfaces
have been modeled as �ExternalBusinessProcessInformation	 and their relation-
ships with other�BusinessProcessInformation	 processes as �ExternalAssociations	.

Please notice that we can easily model these external services by making
use of their actual specifications (i.e., interfaces, choreography, behavior) if we
know them. Alternatively, we can always model their abstract (i.e., required)
specifications, and then use adaptors at the PSM level when the actual services
are decided [15].

The next step consists of providing a specific description of how internal pro-
cesses (marked as �Services	) find travel, reserve travel, pay travel and cancel travel

work. This is described in the Internal Process model (not shown here). Then, the
interactions between internal and external processes are detailed in the Chore-
ography model (see Figure 5). Notice that both the Internal Process and the
Choreography models are UML activity diagrams marked with the stereotypes
defined in Table 1.

Finally, the Component and Distribution models (in this order) will reveal
how the internal processes are grouped according to the software architecture
style, and encapsulated for distribution in the final platform.

In addition to the User Interface and the Business Logic PIMs, the bridges
between them (represented by dependency relationships in our framework) need
to be specified. OCL restrictions and dependency relationships between elements
from different models are used for that. For example, events in Navigation model
establish when activities in the Internal Process model can start or finish.
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find_room

ListNull

ListNull
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[list==null]

<<ExternalTransition>>

<<ExternalTransition>>

<<ExternalTransition>> [list!=null]

[list!=null]

Fig. 5. An excerpt of the choreography for find travel

Once the PIMs of our application are described, we need to generate their
respective PSMs. Using a set of model transformations (as detailed in [13]), we
can obtain a Java PSM for the Business Logic PIM and a Web presentation
(e.g. a WAE PSM) for the User Interface PIM, for example. Then, another set
of transformations is required (from PSMs to code) to produce the final code and
Web pages of the application – but these transformations are already well-known
and documented (see, e.g., [16]).

4 Concluding Remarks

Web applications are no longer isolated system, they need to interoperate with
other external systems. Model-driven Web engineering proposals should take this
fact into account, being able to incorporate these external applications into their
models. In this paper we have presented a model-based framework that allows
the high-level integration of Web applications with third party systems, enabling
the manipulation of the external entities of such systems as other elements of
our models.

Once the framework has been defined, there are some issues that need to
be addressed. First, the specification of the bridges between the different PIMs
have to be improved so precise correspondences between their elements can be
established. Second, we plan to make use of QVT languages for defining the
model transformations, so they can be easily re-used and integrated into an
MDA tool. Finally, we plan to work on the interoperability issues that arise
when (not necessarily compatible) external applications need to be smoothly
integrated.
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Abstract. There is an apparent need for specifying the integration of
multiple knowledge sources during the design of Web Information Sys-
tems (WIS) where the actual data is often retrieved from several content
providers. Despite that, there exists very little work on integration within
the context of WIS engineering and the related design methodologies in
particular. We argue that this new context brings several additional re-
quirements which must be dealt with in order to be able to successfully
deploy distributed WIS. In this paper we elaborate a model that covers
the integration phase of the WIS design trajectory. We centered our ap-
proach around the emerging data standard on the Semantic Web – RDF.
The proposed integration model is able to reconcile many semantic het-
erogeneities that frequently occur among disparate RDF sources. We also
address the issues of distributed RDF query processing and optimization,
and test the performance of our framework.

1 Introduction

The need for handling multiple sources of knowledge and information is very
apparent in the context of engineering Web Information Systems (WIS). The
actual data presented in a typical WIS is often retrieved from several (possibly
heterogeneous) set of sources. While the integration problem was carefully stud-
ied in isolation in the database field, there exists very little work on integration
in the context of Web engineering applications and of the design methodologies
that support them in particular. We argue that this new context brings several
additional requirements that must be dealt with in order to be able to success-
fully design a distributed WIS. The separation-of-concerns principle together
with the model-based approach has proven to be an efficient remedy to the com-
plexity of the WIS design. In this paper we elaborate a model that covers the
integration and data retrieval phase of the WIS design trajectory. We centered
our approach around the emerging data standard on the Semantic Web, the Re-
source Description Framework (RDF) [1]. RDF is the modeling foundation of
the Semantic Web. Despite its inherently distributed nature, most of the cur-
rent RDF processing engines store the RDF data locally as a single knowledge
� Richard Vdovjak is also affiliated with Philips Research Eindhoven, The Netherlands
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repository, i.e. RDF models from remote sources are replicated and merged into
a single model. Distribution is retained only virtually through the use of name-
spaces to distinguish between different models. We argue that many interesting
applications on the Semantic Web would benefit from, or even require an RDF
infrastructure that supports real distribution of information sources that can be
accessed from a single point. In this paper we focuss on the RDF integration
problem taking into account the context of WIS.

The rest of the paper is structured as follows. In section 2 we introduce the
Hera WIS design framework and derive some WIS specific requirements for the
integration phase. Section 3 summarizes the semantics of RDF(S) and formally
defines some important terms used in our integration suite. Section 4 describes
the Integration Model formalism which is able to deal with many semantic het-
erogeneities that frequently occur among sources on the Semantic Web. Section
5 addresses the issues of distributed query processing and optimization, and
describes the performance of our system. Section 6 presents concluding remarks.

2 Modeling WIS in Hera

A primary focus of the Hera project is to support Web-based information system
(WIS) design and implementation. A WIS generates a hypermedia presentation
for the data that is retrieved from the data storage in response to a user query.
This entire process of retrieving data and presenting it in hypermedia format
needs to be specified during the design of the WIS. The typical structure of the
WIS design in the Hera perspective consists of three layers: the semantic layer
focusing on the application’s semantics and the integration aspects, the appli-
cation layer designing a navigational view over the data, and the presentation
layer dealing with a concrete rendering platform such as HTML, WML or SMIL.

In this paper we focus mainly on the semantic layer of the Hera methodology.
After the process of integration, the conceptual model instances are generated
as response to a user query. Figure 1 presents an overview of the semantic layer
with its central component – the mediator.

2.1 Related Work

As opposed to Hera, most of the web engineering approaches (e.g. UWE [2],
WebML [3] or XWMF [4]) do not explicitly consider integration. A notable
exception is the OntoWebber [5] system which we detail below.

OntoWebber is a system for building and managing data-intensive websites.
Similarly to Hera, it adopts a model-driven ontology-based approach for declara-
tive website management and data integration. It advocates the use of ontologies
as the basis for constructing different models necessary for WIS design. Onto-
Webber supports the integration of heterogeneous data sources based on RDF as
common format for modeling semistructured data. In the first step OntoWebber
focuses on syntax reconciliation converting all source data into RDF. This RDF
data (both the schema and the instances) is replicated and stored locally. From
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Fig. 1. An overview of the semantic layer of Hera

this point of view, OntoWebber acts as a data warehouse and does not guarantee
the freshness of its data, as opposed to the Hera integration framework which im-
plements the on-demand retrieval paradigm, assuring that the retrieved data is
always up-to-date. After the replication phase, the local copies of the source data
are articulated by the designer in terms of a reference ontology which captures
the domain of interest.

2.2 Hera Requirements for RDF(S) Data Integration
in the Context of WIS

By analyzing the specifics of WIS, we form the following set of requirements for
our integration framework. The existing approaches to data integration, e.g. [6]
often do not meet some of these important prerequisites which renders them less
suitable for designing WIS. Below we summarize the list of requirements for the
Hera integration framework.

– The use of (open) WWW standards.
While in the past the main consumer of the information provided by WIS
was usually a human, currently there are more and more (Web) applications
that need to process this information as well. Moreover, WIS themselves
often consist of a complex composition of collaborating (Web) components,
such as the components in the Hera software suite. This requires the use
of Web standards throughout the entire process. To promote the re-use of
integration specifications by other parties on the Semantic Web, it is useful
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that both the information to be integrated, and the integration specification
itself are expressed in the same description standard.

– Ontology level, model-based approach.
Since WIS are data-intensive applications with large numbers of instances
per concept, it is not feasible to specify integration mappings for every in-
dividual instance. This data-intensive nature combined with the separation-
of-concerns principle adopted by Hera implies that the integration should be
expressible in an explicit model which reasons in terms of source ontologies
rather than in terms of the actual data instances. The instance integration
has to be realized on-the-fly during the query evaluation.

– Expressivity of the integration formalism.
The integration formalism must be able to cover a wide range of semantic het-
erogeneities frequently occurring on the Semantic Web. This includes schema
heterogeneities where the source ontologies can differ in their concepts, prop-
erties, and structure. In particular, RDFS models often contain sequences of
connected properties – so-called ontology or schema paths. These paths can
differ considerably among the sources and the conceptual model. To recon-
cile these discrepancies is an essential prerequisite to successful evaluation
of join queries across multiple sources.

– Freshness of data.
Hera has the ambition to support the engineering of WIS which often use
as content providers other autonomous Web sources. Both the structure and
the data of these sources may change without notification. While the struc-
tural changes are assumed to be less frequent, the actual data can change
frequently. In this context the freshness of the gathered data is an important
aspect and should be guaranteed.

3 RDF(S) and Ontologies

An RDF triple model is similar to a directed labeled graph [1]. The nodes in
the graph are used to represent resources or literals. Literals (strings) denote
content that is not processed further by the RDF processor1. The nodes that
represent resources can be further classified as nodes representing URI references
or blank nodes. All non-blank nodes are (explicitly) labeled with resource iden-
tifiers (URIs) or string values. The edges in the graph represent properties and
are also labeled by URIs. The set of all labels occurring in the graph is called
the vocabulary of the graph. In order to associate formal semantics to an RDF
graph, all labels in its vocabulary must have an interpretation. An interpreta-
tion specifies for every URI reference what it stands for as well as whether it is a
property, resource, or a literal value. In case of a property it also describes what
value that property can take for things in the domain of discourse. To be able
to reason about sources at schema level we must extend the initial vocabulary

1 In this work we consider only plain literals but our approach can be easily extended
to typed literals as well
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with the standardized set of URI references defined in the RDF vocabulary and
RDF Schema vocabulary [7].

Definition 1 An RDFS interpretation of a vocabulary V is defined as 7-tuple:

(IR, IP, IC, LV, IS, IEXT, ICEXT )

where IR is a set of resources, IP is a set of properties, IC is a set of classes,
LV is a set of literal values, IS is a mapping V → IR defining the interpretation
(meaning) of URI references and literals, and IEXT is a mapping IP → 2IR×IR

defining the extent of properties2. ICEXT defines an extent of every class. More-
over, every RDFS interpretation has to satisfy several semantic conditions, e.g.
the transitivity and reflexivity of rdfs:subClassOf and rdfs:subPropertyOf .
We refer to [7] for the complete condition list.

3.1 RDFS Ontologies

Both, the WIS that we need to populate with data and the sources are repre-
sented by their ontological descriptions. The ontology captures their domain of
discourse. When we refer to ontology, we mainly mean the hierarchy of concepts
together with their properties. The actual data that populates these concepts
is referred to as ontology instances. Note that due to the intensional nature of
RDF(S) semantics the antisymmetry property is not guaranteed to hold and
therefore we cannot say that there is a partial order on the set of classes and
properties. In the ontology definition below we use the pre-order relation – a
binary relation that satisfies the reflexivity and transitivity, but not necessarily
the antisymmetry.

Definition 2 An RDFS ontology O as a 4-tuple (G, I, �IC , �IP ), where

– G is an RDF graph.
– I is an RDFS interpretation of the vocabulary of G and I holds that IR =

IP ∪ IC, i.e. there are no ‘instance’ resources.
– �IC is a pre-order relation on the set IC defined by

IEXT (I(rdfs:subClassOf))
– �IP is a pre-order relation on the set IP defined by

IEXT (I(rdfs:subPropertyOf))

If an RDF graph (and its interpretation) adheres to a given ontology O, i.e.
uses the properties and classes defined in O, it is considered to be an instantiation
of O.

Definition 3 Let G be an RDF graph and I its RDFS interpretation. The pair
(G, I) is an instantiation of the ontology O (G′, I ′, �IC , �IP ) if the following
holds: {c | (x, c) ∈ IEXT (I(rdf :type))} ⊂ I ′.IC, and I.IP ⊂ I ′.IP , and the
types from the extent of every non-system property in G follow the types defined
in O by the I ′(rdfs:domain), and I ′(rdfs:range) for that particular property.
2 When an interpretation I is applied to a single URI reference, it represents a straight-

forward application of the IS function of I
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Definition 4 A single path in ontology O (G, I, �IC , �IP ) is defined as triple
(C, P, T ) where C ∈ I.IC, P ∈ I.IP , T ∈ I.IC ∪ {I(rdfs:Literal)} and
(P, C) ∈ IEXT (I(rdfs:domain)) and (P, T ) ∈ IEXT (I(rdfs:ramnge)).

Informally, a single ontology path is a property together with its domain and
range classes. By using the following definition we can combine single ontology
paths into an arbitrarily long path expression.

Definition 5 Let p1, . . . pn be a sequence of single paths. They together con-
stitute a composed ontology path expression if for any neighboring single paths
pi(Ci, Pi, Ti) and pi+1(Ci+1, Pi+1, Ti+1) the following holds:

Ti �= I(rdfs:Literal)∧
((Pi, Ci+1) ∈ IEXT (I(rdfs:range))∨
(Pi+1, Ti) ∈ IEXT (I(rdfs:domain))∨

(Ti, Ci+1) ∈ IEXT (I(rdfs:subClassOf))∨
(Ci+1, Ti) ∈ IEXT (I(rdfs:subClassOf)))

4 Integration Model

The official RDF semantics [7] makes a strong assumption about URI references:
they are assumed to be globally coherent, so that a single URI reference can
be considered to have the same meaning wherever it occurs. However, in the
heterogenous world of the WWW we often have to relax this assumption if we
want to integrate data from different sources. In Fig. 2 we depict an example
of two sources with different vocabularies and interpretations. Both however
describe the same domain and the integration model is a way to specify how they
relate to the conceptual model. The solid lines indicate mappings established
during the integration phase, and the dashed lines denote results during the
query answering process3. The integration model defines a set of articulations
which create semantic mappings between the sources and the CM.

4.1 Articulations

The simplest form of articulation is that combining two single path expressions.
Informally, this articulation establishes a schema level link between two prop-
erties (one from a source and one from the CM). During the query resolution,
the instances of the source property are translated into instances of the property
from the CM.

Definition 6 Let OS be an RDFS ontology describing the source S and OCM

the (traget) RDFS ontology describing the WIS which we need to populate with
instances. A simple articulation As is defined as a pair (Q, R), where Q(C, P, T )
and R(C, P, T ) are single ontology paths in OCM and OS, respectively. At in-
stance level, the As is a function which transforms the source instances into CM
3 The property extent mappings IEXT are omitted for the sake of readability
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instances. Let InstS be the instantiation of the source ontology OS . The instan-
tiation of the OCM is augmented such that the following holds:
∀(x, y) ∈ InstS .I.IEXT (R.P ) ∃(x′, y′) ∈ InstCM .I.IEXT (Q.P ) ∧ (x′, Q.C) ∈
InstCM .I.IEXT (I(rdf :type)) ∧ ((y′, Q.T ) ∈ InstCM .I.IEXT (I(rdf :type)) ∨
Q.T = I(rdfs:Literal)).

Although a simple articulation allows for different vocabularies, when also the
structure of the two ontologies differs we need a more sophisticated integration
tool. A path articulation defined below allows for the mapping of ontology path
expressions of different length. The idea is to link the beginning and the end of
the two paths and to apply simple articulations where they exist. In case there
exist some parts of the path in the CM which are not covered by the source
path expression, e.g. due to structural heterogeneity, we generate blank node
instances in the CM to keep the path connected.

Definition 7 Let OS be an RDFS ontology describing the source S and OCM

the (traget) RDFS ontology describing the WIS which we need to populate with
instances. A path articulation Ap is defined as a pair (p, q) where p, and q are
ontology path expressions in OCM and OS, respectively.

Let (C1x, P1x, T1x) and (C x, P x, T x) denote respectively the first and the
last single path of the composed path expression x. The semantics of Ap is de-
fined as the augmentation of the instantiation of the OCM in the following way.
For every instance of the path q we assume an instance of the path p consisting
of blank nodes between the defined properties of p such that the path is connected.
We generate instances to replace (some of) the blank nodes such that the fol-
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lowing holds: ∀x ∈ InstS .I.ICEXT (C1q) ∃x′ ∈ InstCM .I.ICEXT (C1p) i.e. we
generate class instances for the beginning of the path p. We do the same also for
its end: ∀x ∈ InstS .I.ICEXT (T1q) ∃x′ ∈ InstCM .I.ICEXT (T1p). Unless the
end is a literal property, i.e. T S = I(rdfs:Literal), then the literal values are
copied: ∀(x, y) ∈ InstS .I.IEXT (P q) ∃(x′, y′) ∈ InstCM .I.IEXT (P p) : y = y′.
Further, we generate appropriate instances and replace the blank nodes for every
single path in p that has a simple articulation that associates it to a single path
from q.

To cover also the cases when a (literal) value in the conceptual model is ob-
tained from several paths, possibly distributed among different sources, we in-
troduce a multiple source articulation. A multiple source articulation is defined
as a tuple (pT , qS1 , . . . qSn , Concat), where pT is an ontology path expression in
OCM , qS1 , . . . qSn are ontology path expressions in source otologies, and Concat
is a function defining the concatenation result. Note that this articulation ap-
plies only for literal values. We omit the description of its semantics as it is a
straightforward extension of the path articulation. For the converse where sev-
eral values in the CM are obtained by splitting one value from a source we have
a multiple CM articulation: (pCM1 , . . . pCMn , qS , Split).

4.2 RDF(S) Representation of the Integration Model

As we stated in the requirements, it is useful that the integration framework can
be expressed in the same data format as the actual data that are integrated. It
both facilitates the semantic interoperability and allows for reasoning about the
integration phase at a higher level of abstraction. We translated the concepts
of our theoretical integration framework into an RDF schema called Integration
Model Ontology (IMO). This ontology describes in the RDF syntax the notion
of path expressions, articulations, etc. The integration model instances (IMI)
are created by the designer (or generated by a mapping tool) for a concrete
integration problem. Due to lack of space we do not present in detail the verbose
RDF serialization here, interested reader is referred to the Hera website4. The
IMO together with IMI are used by the mediator during the query processing.

5 Distributed RDF Query Processing

The mediator component is responsible for finding the answer to the user query
by consulting the available sources based on the integration model instances.
The mediator takes as input the user query formulated in SeRQL [8].

SELECT A, P

FROM {A} expertIn {TA}; authorOf {P},

{P} concerns {TP}; frontPage {F},

{F} mentions {A}

WHERE TA=TP

4 http://wwwis.win.tue.nl:8080/˜ hera
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To illustrate the query processing in our mediator, consider the above SeRQL
query example5. In this example we assume a total distribution, i.e. all properties
reside on different sources and the mediator performs all partial joins.

authorOf.P=frontPagr.P

authorOf
A,P

frontPage
F,P

mentions
A,F

authorOf.A=mentions.A

mentions.F=frontPage.F

concerns
P,T

authorOf.P=concerns.P

frontPagr.P=concerns.P

expertIn
A,T

authorOf.A=expertIn.A

expertIn.T=concerns.Tmentions.A=expertIn.A

1 2

34

5

6

7

8

Fig. 3. Join graph

The query in our example is processed as follows.

– We first normalize the SeRQL query in the sense that all variables that
are explicitly declared equal in the Where clause are given identical names
(variables TP and TA are both renamed to T ).

– From the normalized query we create a join graph (see Fig. 3) in which every
property in the From clause stands for a relation with two attributes defined
by the variable names. In the join graph we represent these relations as nodes
and connect every two nodes that share an attribute6. Every edge in the join
graph is interpreted as a join condition between the two connected relations.

– Next, we assign a random order to the edges of the join graph (the order
is depicted by numbers above the edges) and recursively fold the join graph
by combing the two nodes that are connected by the edge with the small-
est number. The folding sequence for our join graph is depicted in Fig. 4.
Dashed lines indicate the edges which are removed in that particular folding
step7. The folding sequence essentially represents a query plan: a folding
step is equivalent to a join operator and every edge which is removed in
that particular step represents one conjunct in the join condition. To min-
imize the execution costs, this initial query plan is subsequently optimized
by reordering the joins.

5 “Retrieve all authors and their papers, where the author is an expert in the topic
that concerns the paper and he is also mentioned on the front-page of the paper”

6 If the nodes share more attributes, we create one edge for each such attribute
7 For the sake of clarity, the node names were abbreviated to their starting letters
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– To consult the sources, the mediator locates for every property in the join
graph an articulation. From this articulation, it determines the source that
provides an answer to it together with an appropriately translated path
expression. This path expression is transformed into a SeRQL query and
executed on that particular source. The sources are consulted in a multi-
threaded fashion in order to achieve a high degree of parallelization. The
mediator subsequently collects the partial results and performs the necessary
join operations according to the query plan determined by the optimizer.

5.1 Query Optimization and Performance Evaluation

To test our integration framework we synthesized an RDFS schema of approx-
imately 50MB and instantiated it with 500MB of RDF instances. Note that a
schema/instance ratio of 10% is quite large; in normal circumstances, the size of
the schema seldom reaches even 1% of the size of the instances. This represented
for us a worst case scenario since the mediator has to join partial path results,
the bigger schema the more potential paths to join. The data set was distributed
among several computers connected by the Internet, and the underlying sources
were using the Sesame RDF storage system8.

Note that the sources, unlike the mediator, contain instance indices and are
therefore very efficient for joining the path queries. Creating an instance index at
8 http://www.openrdf.org/



An Approach for Designing Distributed Web Information Systems 463

1

10

100

1000

10000

100000

1000000

10 100 1000 10000

Number of results per table

R
es

p
o

n
se

 T
im

e 
[m

s]

Full Index Single Path Index
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the mediator would require to gather all the data from the sources and thus turn-
ing our virtual repository into a datawarehouse with all its disadvantages like the
freshness problem, the maintenance problem, data ownership issues etc. Instead,
we adopted a schema based approach. Since the mediator has the schemas of
the underlying sources, in order to minimize its workload a sophisticated ontol-
ogy path indexing takes place. The main idea is to push down to the sources
the longest possible paths they can answer, reducing the number of joins at the
mediator. The performance improvement gained by schema indexing is depicted
in Fig. 5.

While the path indexing is clearly beneficial, especially for larger results sets
the joining at the mediator still represents a bottleneck. In order to minimize
the joining time, which in turn due to different cardinalities and join selectivities
largely depends on the order in which the joins are performed, we implemented a
join ordering heuristic as a combination of iterative improvement and simulated
annealing [9]. As depicted in Fig. 6, this improved the performance of the system
even further, especially after the initial calibration phase.
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6 Conclusions

As the nature of WIS changes under the influence of the Semantic Web (SW) ini-
tiative, the need to capture the semantics of the application data increases. In the
typical WIS, the data is often gathered from several sources and it is crucial to
understand their semantic annotations. We derived a set of integration require-
ments in the context of WIS. To address them, we presented our integration
framework that helps to overcome semantic heterogeneities of RDFS meta-data
from different sources. We also evaluated the performance of our system and
proposed several optimization techniques to improve the the query evaluation.
As future work we intend to extend the expressive power of our integration
model towards higher level ontology languages such as OWL, and to investigate
other possibilities to improve the performance of our implementation. One of
the promising directions to minimize both the mediator’s workload and the data
transfer from the sources is to establish a network of collaborating mediators
that would perform some query processing tasks, e.g. joins, on request.
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sendEmail, saveToDatabase, goToPage



<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN" 
"http://www.w3.org/TR/xhtml1DTD/xhtml1-transitional.dtd"> 
<html> 
<head> 
  <title>Event registration</title> 
  <link rel="stylesheet" type="text/css" href="styles/default.css"> 
</head> 
<body> 
<com:Form> 
<%include Pages.showOnEveryPage %> 
<com:HtmlText ID="htmltext1" X="16" Y="17" Z="61"> 
  <prop:Text><h1>Welcome! Please register below.</h1></prop:Text> 
</com:HtmlText> 
<com:InputText ID="firstname" X="14" Y="61" Z="66" Columns="20" Rows="1" 
TextMode="SingleLine" DbFieldName="data:firstname" InputRequired="false"    Val-
ueType="Characters" MinValue="1" MaxValue="30"> 
  <prop:Label><b>First name:</b><br /></prop:Label> 
  <prop:ErrorMessage>Please enter between 1-30 characters.</prop:ErrorMessage> 
</com:InputText> 
<com:InputText ID="lastname" X="14" Y="113" Z="67" Columns="20" Rows="1" 
TextMode="SingleLine" DbFieldName="data:lastname" InputRequired="true"       
ValueType="Characters" MinValue="1" MaxValue="50"> 
  <prop:Label><b>Last name:</b><br /></prop:Label> 
  <prop:ErrorMessage>Please enter between 1-50 characters.</prop:ErrorMessage> 
</com:InputText> 
<com:InputText ID="email" X="14" Y="165" Z="68" Columns="20" Rows="1" 
TextMode="SingleLine" DbFieldName="data:email" InputRequired="false"> 
  <prop:Label><b>E-Mail:</b><br /></prop:Label> 
  <prop:ErrorMessage>Please enter a valid e-mail address.</prop:ErrorMessage> 
  <prop:RegularExpression>\w+([-+.]\w+)*@\w+([-.]\w+)*\.\w+([-
.]\w+)*</prop:RegularExpression> 
</com:InputText> 
<com:Button ID="registerbutton" Text="Register" X="13" Y="223" Z="70" On-
Click="registerbutton_runActions" /> 
</com:Form> 
</body> 
</html> 

function registerbutton_runActions($button, $parameter) { 
    $condition1 = $this->newCondition('{email}','empty'); 
    if ($condition1->isTrue()) 
    { 
        $this->runAction('saveToDatabase','registerpage'); 
        $this->runAction('resetInputFields','registerpage'); 
        $this->runAction('goToPage','thankyoupage'); 
    } 
    $condition2 = $this->newCondition('{email}','notEmpty'); 
    if ($condition2->isTrue()) 
    { 
        $this->runAction('saveToDatabase','registerpage'); 
        $this->runAction('sendEmail','conference@vt.edu','{email}', 
          'Conference registration','Dear {firstname} {lastname}, 
           this confirms your conference registration!'); 
        $this->runAction('resetInputFields','registerpage'); 
        $this->runAction('goToPage','confirmationpage'); 
    } 
} 
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Web Applications: A Simple Pluggable
Architecture for Business Rich Clients�

Duncan Mac-Vicar and Jaime Navón
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{duncan,jnavon}@ing.puc.cl

Abstract. During the past decade we have been witnesses of the rise
of the Web Application with a browser based client. This brought us
ubiquitous access and centralized administration and deployment, but
the inherent limitations of the approach however, and the availability
of new technologies like XML and Web Services has made people start
building rich clients as business applications front ends. But very often
these applications are tied to the development tools and very hard to
extend. We propose a clean and elegant architecture which considers a
plugin based approach as a general solution to the extensibility problem.
The approach is demonstrated by refactoring a simple application taken
from a public forum into the proposed architecture including two new
extensions that are implemented as plugins.

1 Introduction

The complexity of today’s business information technology infrastructure made
Web applications reintroduce the server-based model but with a zero footprint
on the client, offering centralized administration and deployment. Users can
benefit from ubiquitous access from any internet-connected device using a web
browser, which lack the functionality, offline operation, flexibility and perfor-
mance of desktop applications as a result of a limited user interface technology
and multiple round trips to the server to execute trivial tasks.

In the past, rich client and fat client were almost synonyms. Nevertheless in
the last few years the emergent technology of Web Services eliminates the need
for rich clients to be fat applications. Rich clients can integrate into SOA envi-
ronments accessing both server located data and local acquired data (hardware
devices, etc).

The requirements of next generation rich clients include the ability to use
both local and remote resources, offline operation, simple deployment and real
time reconfiguration support.

In this paper we will discuss such architectural and extensibility problems
and propose an architecture that could be applied to any platform where rich
clients are being deployed.
� This research is supported in part by the Chilean National Fund for Science and

Technology (Fondecyt Project1020733)
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2 Rich Clients Architectural Problems

In rapid application development environments, visual form editors are used to
design view components. The editor generates the user interface code as you
change it and mixes that code with your event handler.

Once the application has been deployed it may suffer enough change so that
it could justify a redeployment, but sometimes, adding a few new small features
is all we might want. In the case of mission critical applications that require
continuous operation, rebuilding and restarting the application is not an option,
and therefore even a good architecture is not enough to ensure extensibility.

Furthermore, we would like that third party vendors or even the user itself
be able to build small extensions to the original application as an alternative to
wait for a new release from the original vendor.

3 A Proposed Simple Rich Client Architecture

We propose a simple architecture (Figure 1) to build applications which do not
suffer the problems described above. For solving the architectural problems we
leverage the MVC1 design pattern splitting the application in three layers in a
very clean and elegant manner. But perhaps our main contribution is the way
we handle the extensibility problem through the use of plugins managed at the
controller layer by a plugin engine.

3.1 The View

A view in our model is represented as a decoupled class containing only visual
elements. No event handling is provided at this level. This allows for generating
the views from metadata. There are several XML-based technologies like Mozilla
XUL[1] and Qt UI[10] schemas that can be used to describe the user interface.

3.2 Controller

There is no single Front Controller[5]2 but as many controllers as view compo-
nents we have. This kind of micro-controller is modeled as a class inheriting from
the view. This allows for simple modeling and decoupling.

The controllers implement event handlers to manage the run-time plugin
addition and removal events. Plugins can use the Action (modelled after the
command design pattern[5]) pattern to encapsulate GUI commands to avoid
coupling.

3.3 The Model

The business model is represented as a set of classes and optionally a database
backend used for persistence. In simple scenarios, a service layer to interact with
1 Model View Controller
2 Front controller pattern is mostly used in the Web application domain
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Fig. 1. Proposed Architecture

the database is enough to keep the architecture clean. If there is a complex
business model, the Data Access Object pattern[7] is recommended to decouple
the data backend handling from the business classes.

3.4 Supporting an Extensible Architecture

Plugins Technology. Plugins are a special type of components that can be
optionally added to en existing system at runtime to extend its functionality
(relationship between the plugin and the host application is stronger). The sys-
tem doesn’t know about the plugin and all communication happens through well
defined interfaces.

Plugins are very popular among modern desktop applications. A good ex-
ample is the variety of graphic filters and special effects available for Adobe
Photoshop.

A plugin architecture avoids the huge monolithic applications as we see them
now, allowing real-time deployment, easy maintenance and isolated component
development.

Using Plugins in a MVC Architecture. Extension points are explicit holes
in the applications where a plugin can plug its functionality a plugin can fill
various extension points at the same time). The limits in what a specific plugin
can do are set by the host application API and defining a good API for each
extension depends a lot of the application context.

Adding plugin support in the application requires some extra code. This could
vary from a simple dlopen C function to access a function in a shared library
at run-time to a full featured framework to load components dynamically (e.g.:
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MagicBeans [3] and JLense [9]). Modern languages like Java support dynamic
loading of classes by name, a very handy feature for the needs of building a
plugin infrastructure.

We model the plugin engine as a singleton using the observer pattern to
generate events (pluginAdded and pluginRemoved) to subscribed controllers.
The plugin event is then handled in the controller that manages the view where
the plugin might add graphical components.

Fig. 2. Addressbook using the proposed architecture

4 An Example Application

As an example of our architecture, we took an addressbook application from
a public forum in the Internet and proceed to refactor it to fit our proposed
architecture. We set the goal of adding two new features to the application:
exporting contacts to HTML and adding arbitrary constraints to new contacts
in the entry form.

The original application was coded in Java and used a MySQL database as
the backend. The user interface was done using the Swing API3. There is a single
3 Application Programming Interface
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Fig. 3. Sequence diagram of interaction with the plugin manager when a new plugin
is found

class which acts as a controller (handling events) and as a view (inheriting from
a GUI window), a perfect example of no view/logic separation. Any tool used to
assist user interface creation would need to parse the source. There is no model
and the business logic is done in the same layer too.

The first step of the refactoring then, was to move all the user interface to
a new class called AddresbookWindowBase and keep the existing class as the
controller part of the architecture inheriting from the user interface. The new
clean controller registers listeners for each user interface controls for each event
it wants to handle.

For plugins to communicate with the application, an interface is needed.
The interface should provide all the services needed by a plugin in the context.
Two services were identified: retrieving contacts and adding actions to the user
interface. We created a basic AddressbookInterface which offers a service to
retrieve a panel where the plugin can add new actions. This application interface
is passed to plugins during loading (Figure 3).

We chose MagicBeans [3] plugin engine because its simple design. Other
plugin engine approaches could require wrapping the manager with our model.

The extension points were defined considering the context of the applications.
The Validator extension encapsulates a generic algorithm with a contact as input
and a boolean as output. Access to the addressbook services are done trough
the Application interface see Figure 2).
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5 Related Work

Smart Client Model [6] is an architecture proposed by Microsoft to develop
thin rich clients. It is tied to the Windows platform and it does not suggest an
architectural solution for extensibility.

MagicBeans [3] is a plugin engine developed by Robert Chatley. We use it in
our example as the plugin engine.

Eclipse [4] is the most prominent example of a sole plugin based application.
As it uses a central plugin registry and relies on XML configuration files, it is
too complex and heavyweight for simple applications.

6 Conclusions and Future Work

We have shown here a RAD friendly simple architecture based on the MVC
design pattern that allows for easy extensibility of rich clients using a plugin
based approach. This gives us many additional benefits:

– New functionality can be quickly added without application redesign .
– Problems are isolated easily (because plugins are separate modules).
– The end user can customize a system without access to the source code.
– Third party developers can add value to the application.

We have built a simple example refactoring an application built using a common
bad design to illustrate the level of extensibility that is possible switching to
this model. Future work will be focused in generating complete frameworks for
various architectures and languages using this concept. Currently we have Java
and Qt proof of concepts.
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Collaborative Web Applications from Diagrams
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Abstract. We have designed and implemented Web application gener-
ators based on a diagram approach, which is an approach to generating
data-intensive Web applications by using diagrams that represent data-
flow relationships among Web components. In this paper, we illustrate
how to extend the generator systems to generate client-server collabo-
rative Web applications, in which client-side programs collaborate with
server-side programs in performing the whole business logic. The client-
side programs contribute toward not only reducing the load on Web
servers but improving security and session management of the generated
application.

1 Introduction

We have designed and implemented Web application generators to support de-
velopment of consistent and secure data-intensive Web applications based on a
diagram approach [1–4], in which we first compose diagrams to describe overall
behavior of the application, select appropriate programs from predefined and
general-purpose ones, and then generate an implementation. Although the cur-
rent implementation focuses on generating server-side programs, the approach
is sufficiently flexible to generate client-server collaborative Web applications, in
which client-side programs collaborate with server-side programs in performing
the whole business logic. In this paper, we illustrate how to generate client-server
collaborative Web applications based on the diagram approach. The extended
generator systems can generate both traditional Web applications and client-
server collaborative Web applications from the same diagrams.

2 Client-Server Collaborative Web Applications

As services on the Web become complex, we need client-side programs that are
activated by client-side events and collaborate with server-side programs in per-
forming the whole business logic. In this paper, we call such Web applications
client-server collaborative Web applications. In general, the behavior of the ap-
plication is as follows (Fig. 1).
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Fig. 1. The architecture of client-server collaborative Web applications

1. A Web client first gets a Web document with client-side programs from Web
servers. When the client-side programs are activated, the programs may
check the query and change the client-side state.

2. The programs then decide whether a request to a Web server is necessary or
not. If there are available data on the client side, the programs process the
local data before sending a request.

3. After obtaining the data from the Web server, the client-side programs ar-
range a Web page to be generated. In addition, the programs may change
the client-side state according to the result of the processing.

Client-side programs are expected to contribute toward not only reducing the
load on Web servers but improving security and session management of the
application. For example, the client-side programs can control the view of Web
documents, process the received data before generating a Web page, handle the
local data, and manage the client-side state.

3 Extension of T-Web System

T-Web system is a system to generate executable data-intensive Web applica-
tions from Web transition diagrams, which are special diagrams to describe the
behavior of target applications. The nodes and links of the diagrams are (a) a
fixed Web page node, (b) an output Web page node, (c) a processing node, (d)
a database node, (e) a page transition link, and (f) a data-flow link. The T-Web
system has predefined and general-purpose program templates so that it can
generate executable Web applications from the diagrams.

Fig. 2 shows an example of the Web transition diagrams and the generation
rules for data filtering applications. If we generate the application as a client-
server collaborative Web application, the client-side programs interrupt clients’
events. When users try to browse a next page or sort the items, the client-side
programs process the catalog data that are downloaded on the client side and
then embed the result into the Web page template. The client-side programs can
be implemented by Java Applet and JavaScript. For each processing node whose
processing can be done on the client side, source code of a client-side program
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category.html search.class
   (servlet)
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 catalog.js

browse.class
    (applet)

submit generate submit
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Fig. 2. A Web transition diagram for a Web application with data filtering

such as an applet program is generated. For each fixed/output Web page node
whose events activate the above client-side program, a static/dynamic Web page
document and a client-side script such as JavaScript are generated.

4 Conclusion

In this paper, we illustrated how to generate client-server collaborative Web
applications based on a diagram approach. The extended T-Web system can
generate both traditional Web applications and client-server collaborative Web
applications from the same diagrams called Web transition diagrams. As future
work, we may concentrate on generating a program that dynamically measures
the capability of Web clients and invokes appropriate programs, together with
programs for a variety of Web clients.
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<owl:Class rdf:ID="PerformanceMeasure"/>  
<owl:Class rdf:ID="Client"/>  
<owl:Class rdf:ID="Device"/> 

<owl:FunctionalProperty rdf:ID="ResponseTime">  
<rdf:type   
rdf:resource="http://www.w3.org/2002/07/owl#ObjectProperty"/>  
<rdfs:range rdf:resource="http://www.isi.edu/~pan/damltime/time- 
entry.owl#DurationDescription"/>  
<rdfs:domain rdf:resource="#PerformanceMeasure"/>  
</owl:FunctionalProperty>  
...  
<ResponseTime>  
<time-entry:DurationDescription rdf:ID="BusyTimeID1">  
<time-entry:seconds   
rdf:datatype="http://www.w3.org/2001/XMLSchema#decimal">  
20.0  
</time-entry:seconds>  
</time-entry:DurationDescription>  
</ResponseTime> 
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Abstract. Web accessibility consists of a set of restrictions that Web
pages should follow in order to be functional for different devices and
users. These restrictions, which are quite heterogeneous and rather ex-
pensive to evaluate, unless relayed to human judgement, are usually
expressed within a program’s code. Different solutions have recently
emerged to express these restrictions in a more declarative way. We
present a comparison of some of them and propose some W3C techniques
for expressing these constraints. Using W3C technologies, the evaluation
cost can be clearly minimized.

1 Accessibility

WAI (Web Accessibility Initiative)’s WCAG (Web Content Accessibility Guide-
lines) 1.0 [1,2] is an important contribution to Web accessibility, focusing not
only on eliminating barriers for disabled people, but also a major step towards
device independence, allowing Web interoperability to be independent from de-
vices, browsers or operating systems. WCAG 1.0 have become an important
reference for Web accessibility in the Web community. However the set of the
65 WCAG’s checkpoints that accessible documents have to pass is a very het-
erogeneous set of conditions whose evaluation and repair is difficult to evaluate.
WCAG 1.0 specification is written in a high abstraction level which is frequently
quite far away from the low level technical detail of the HTML format. Many
of those checkpoints are also open to subjective interpretation, including im-
plicit conditions or, simply, containing conditions whose detection can not be
automated.

2 WCAG Evaluability

Several rules can not be evaluated automatically by a program with an accept-
able degree of trust because they require human judgement. However, there are
some automatable rules that can be automatically evaluated with a computer’s
program. Typical evaluation tools [8,9,10] automate the evaluation of these re-
strictions with their own program’s code. XML-based APIs like DOM [5],
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SAX [6] or JDOM [7] can be used in programming languages like Java or Haskell
as long as Web pages get a similar aspect as a XML file. However, this involves
several difficulties and differences on how their programmers interpret this set
of rules. As a result, tools really implement their own set of constraints which
are based on the original from W3C, but having important differences from each
other that result on different evaluation results, even for the same document,
depending on which tool is being used.

The need for a declarative set of restrictions for expressing constraints within
Web documents has been recently addressed by some previous work. Taw [8] has
had an attempt to express this rule in an internal XML file based on regular
expressions that should match document’s markup, but the expresivity power
was really poor and regular expressions maintainability was not very cost ef-
fective. Kwaresmi [11] recently used a self-developed XML-based language for
expressing accessibility constraints. It was based on the document’s structure
(not the document’s markup itself), so things like the order of the attributes
within a tag, uppercase or lowercase sensitivity or white-spaces became prop-
erly treated, among others. However, this XML-based language results rather
verbose and is no more than a ad-hoc developed format specifically devoted to
express accessibility constraints. More generic approaches can be achieved with
generic XML-based restriction languages like Xlinkit [12] which is a first-order
logic XML-based language for generic restrictions on XML documents. This lan-
guage could effectively be used to express declarative rules that are automatically
checked by a generic validation tool that spots all XML nodes that do not follow
the declared restrictions. Each failing node is spotted with a unique XPath lo-
cator that facilitates where accessibility barriers may be found. Xlinkit provides
evaluating constructors for first-order logic operators including conditional, com-
parison and quantified expressions. Though this solution is generic and powerful,
tools incorporating Xlinkit should use their implementor’s platform.

In front of these related works, we have found that XPath 1.0 [3] and XQuery
1.0 [4] may be used to express accessibility restrictions. Table 1 shows several
XPath locators for nodes breaking some WCAG checkpoints. Other XQuery 1.0
based expressions can be found at [13].

Table 1. XPath 1.0 locators for nodes breaking accessibility constrains

WCAG # XPath 1.0 rule
1.1b //input[@type=”image”][not(@alt)]
1.1e //frameset[not(noframes)]
3.5a //h2[not(preceding::h1)]
4.3 //html[not(@xml:lang)]
6.4a //*[@onmouseover != @onfocus]

7.4, 7.5 //meta[@http-equiv=”refresh”]
9.2a //*[@onmousedown != @onkeydown]
9.2c //*[@onclick != @onkeypress]
10.4b //textarea[normalize-space(text())=””]
12.1 //frame[not(@title)]
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Abstract. A methodology needs to be empowered by appropriate tool support.
The CASE tool ArgoUWE supports designers in the use of the UWE methodol-
ogy for the systematic, UML-based development of Web applications. ArgoUWE
is implemented as a plugin of the open source ArgoUML modelling tool. Be-
sides extending ArgoUML by features for modelling conceptual, navigational,
and presentation structures, the new version of ArgoUWE includes support for
modelling the behavioural aspects of workflow-driven Web applications. More-
over, ArgoUML’s design critic mechanism has been extended to give continuous
feedback of deficiencies and inconsistencies in UWE models during the mod-
elling process.

Web applications have evolved from Web information systems to workflow-driven soft-
ware systems supporting business processes. Therefore, models of Web applications
had evolved, too, to explictly support the business process view. The UWE methodol-
ogy [6] allows for the specification of conceptual, navigation, and presentation models
for Web applications following the clear separation of the three structural Web-inherent
aspects: content, hypertext, and layout. Additionally, UWE integrates a business pro-
cess view by offering models for specifying the process structure and behaviour of
business workflows, such as those used for the design of reservation systems (e.g., for
flights or hotels) or e-commerce applications such as online book shops, and combining
processes into the conceptual, navigation, and presentation structure.

We present a new version of the ArgoUWE [4, 5] CASE tool1 which includes mod-
elling facilities to support the UWE-based design of process-driven Web applications. A
business process model and new stereotyped classes are included as well as a set of ad-
ditional constraints that are used for consistency checks and semi-automatic generation
of process models. In contrast to older versions of ArgoUWE, consistency of models
is now checked in the background during modelling. This way the developer is sup-
ported but not constrained in his modelling activities with suggestions for corrections
and improvements.

� This research has been partially sponsored by the EC 5th Framework project AGILE (IST-
2001-32747) and Deutsche Forschungsgemeinschaft (DFG) within the project MAEWA (WI
841/7-1)

1 http://www.pst.ifi.lmu.de/projekte/argouwe
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Fig. 1. Navigation model after integration of process nodes

In ArgoUWE, business process modelling is integrated in the design on the levels
of use case modelling, process structure and process flow modelling, and navigation
modelling. On the use case level, separation of <<navigational>> use cases and process
use cases is offered. Both kinds of use cases are combined into a navigation structure
model (see Fig.1): ArgoUWE generates a <<process node>> (visualised by an arrow
symbol) in the navigation model for each (non-navigational) use case that is manually
selected by the modeller. Thereby, a <<process class>> is generated for the <<process
node>> of the selected use case and automatically included in the process structure
model. A process structure model is represented by a UML class diagram and describes
the relationship of a <<process node>> and other <<process class>>es whose instances
are used to support this business process. The logic of the business process is described
by a process flow model visualised as a UML activity diagram.

ArgoUWE is implemented as a plugin of the open-source UML-CASE tool Ar-
goUML2. ArgoUWE makes use of ArgoUML’s general graphical user interface (see
Fig. 1) and thus is intuitive to ArgoUML users. In particular, the explorer pane (1)
provides a tree structure of all diagrams and model elements of the current project. A
single UWE diagram is edited in the editing pane (2). Issues of design critics are listed
in the to-do pane (3), sorted by several possible criteria like priority or the model el-
ement causing the critique. The details pane (4) comprises several panels for showing
and editing details of the currently selected model element or to-do item.

2 http://www.argouml.org
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On the one hand, ArgoUWE provides the necessary diagram types for modelling
Web-applications with the UWE method: conceptual, navigation, and presentation di-
agrams, as well as process structure and process flow. On the other hand, it also sup-
ports semi-automatic model transformations as, for example, from the conceptual to
the navigation model by including access primitives (encircled icons in Fig. 1). Finally,
ArgoUWE extends ArgoUML’s design critic mechanism for providing continuous feed-
back on modelling deficiencies and inconsistencies based on the UWE metamodel and
its OCL constraints.

Only few Web engineering methods support the systematic development of Web
applications with a mature CASE tool. The most advanced tool support is offered for
the method OO-H [3] and the modelling language WebML [1] with their CASE tools
VisualWADE and WebRatio, respectively. VisualWADE provides an operational en-
vironment that in contrast to ArgoUWE uses the UML only in the first phase of the
development process but has the advantage to allow the designers to render the final
look and feel of the application. WebRatio supports modelling of Web applications us-
ing the ER notation and the proprietary Web Modelling Language WebML differing
from UWE as it does not perform a clear separation of the navigation and presentation
aspects. A more architecture-oriented notation is proposed by Conallen [2], which is
supported by the IBM Rational ModellerTM tool, but in contrast to ArgoUWE it nei-
ther supports a systematic development process nor guides the developer through the
Web-specific process.
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Abstract. In the last decade several design models have been proposed
and efficiently used for the developing of highly complex Web applica-
tions. Their suitability to deal with the Web design intricacies have re-
sult in a wide acceptance from the Web developer community. There has
however been little consideration given to the simulation of the resulting
design models. Simulation of the models would provide developers with
the means for an in-depth analysis and assessment of the design, con-
tributing for the reduction of both length and cost of the testing phase
of the software life cycle. This paper presents a simulation tool that has
been developed for the evaluation of Web application design models.

1 Introduction

Web application design has reached a point where only with specialized modeling
techniques are developers able to tackle its complexity. To cope with that, several
design models have been proposed and a few have gained wide acceptance for
their suitability for addressing complex design issues. Design models such as
UML [3], WebML [4] and OOHDM [5] are commonly used by developers in the
Web application design field. However, developers still have to undertake some
coding in order to test and assess specific aspects of the applications, namely
presentation, navigation, functionality, and data access and content issues.

Simulation of Web design models has several notable advantages - devel-
opers may more accurately and almost instantaneously evaluate the design re-
quirements by observing its response to a set of well known stimulus. Presently,
however, simulation of the design model itself has been almost entirely neglected.
This paper argues that simulating Web application design models is a not only
a desirable but an attainable objective.

2 The WDL Simulation Model

To be able to simulate the several heterogeneous existent Web application design
models with a single simulation tool, a new description language was developed
– the Web Description Language (WDL) [1, 2]. Essentially, the design model
written in languages such as UML or WebML, is mapped into a WDL design
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using four basic entities: Page, Link, Script, and Data, each encompassing a
description of its structure and behavior. These basic WDL entities may be
further extended and combined to form more intricate components. The resulting
WDL model is then loaded by the simulator tool and the system awaits for
stimuli to process and proceed.

The WDL simulation model revolves around a four layer concept, namely:
Presentation, Navigation, Functional, and Content. It is from these layers per-
spective that simulation is performed, processed, displayed, and evaluated. A
more thorough description of each layer objectives and implementation can be
found in [2].

Fig. 1. A snapshot of the WDL Simulation Tool

3 Implementation and Example

The WDL Simulation Tool was implemented using Java and has been progres-
sively refined to maximize its analysis capabilities. Simulation is driven by the
input events which act upon the design’s constituents, each of which is capable
of processing the stimuli and reacting accordingly. The graphics module renders
the stimulus and outcome of the simulator engine into a suitable and convenient
format for a straightforward and meaningful analysis.

The simulator entails support for multi-session and multi-user processing,
contributing to an even more powerful and complete analysis tool. Distinct users



Simulating Web Applications Design Models 629

may be simultaneously simulated, each with their own private and shared data
space, and concurrent access issues to shared resources such as files or databases
may be promptly assessed. These features lead to significantly broaden the scope
of the simulation analysis, by not only simulating the design itself but by also
taking in consideration the concurrent and distributed nature of a Web applica-
tion implementation.

Figure 1 shows a snapshot of part of a simulation of an online music store
Web application, in which two users are simultaneously accessing the application.
The simulator enables a meaningful evaluation of the impact that each user’s
followed path has on the application’s state from the above-mentioned four layers
perspective. The Web application state resulting from a specific stimulus may
be observed and verification of its correctness may be easily performed.

At each instant access to the Web application state is possible, namely the
content being displayed to the user, the value of the variables of the executed
scripts, and the content of each data entity. This enables a more thorough,
flexible and automatic testing phase, leading to a faster error identification and,
consequently, to a higher quality of the final product.

4 Future Work

Future work will focus on improving the analysis capabilities of the simulator,
such as a requirements assessment module that will automatically evaluate the
Web model state looking for a set of specific conditions to be met.
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