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Preface

Over the last few years Web Engineering has begun to gain mainstream accep-
tance within the software engineering, IT and related disciplines. In particular,
both researchers and practitioners are increasingly recognizing the unique cha-
racteristics of Web systems, and what these characteristics imply in terms of the
approaches we take to Web systems development and deployment in practice.

A scan of the publications in related conference proceedings and journals
highlights the diversity of the discipline areas which contribute to both the rich-
ness and the complexity of Web Engineering.

The 5th International Conference on Web Engineering (ICWE 2005), held in
Sydney, Australia, extends the traditions established by the earlier conferences
in the series: ICWE 2004 in Munich, Germany; ICWE 2003 in Oviedo, Spain;
ICWE 2002 in Santa Fe, Argentina; and ICWE 2001 in Céceres, Spain. Not only
have these conferences helped disseminate cutting edge research within the field
of Web Engineering, but they have also helped define and shape the discipline
itself. The program we have put together for ICWE 2005 continues this evolution.
Indeed, we can now begin to see the maturing of the field.

For possibly the first time, there was very little debate within the Program
Committee about which papers were in and out of scope, and much more debate
as to the each papers contributions to the field.

We are now reaching a point where we are gaining a common understanding
of the nature of our own discipline!

The ICWE 2005 conference received a total of approximately 180 submissi-
ons, with authors from 32 countries and 6 continents. It was particularly pleasing
to see a much greater representation of papers from South East Asia compared
with previous conferences. All submitted papers were rigorously reviewed by
the excellent program committee, and 33 were eventually selected as full papers
(18% acceptance), 36 as short papers (20%), and 17 posters and demos. The
selected papers cover a broad spectrum, including: modelling and frameworks,
architectures, content and media, testing, Web services and ontologies, security,
design, querying, measurement, users and usability, and tools and environments.
The conference was also host to an excellent suite of tutorials and workshops
over 2 days.

To enrich the program even further, four outstanding speakers agreed to give
keynotes. Virgilio Almeida provided a view from within the discipline, highligh-
ting several key areas which must be addressed within the design of Web systems.
Al Davis provided a view from outside the discipline looking in, giving considera-
ble insight into the context which drives Web development. Craig Errey brought
a fascinating commercial perspective, illustrating what we can learn from other
discipline areas (in this case psychology). And Lars Rasmussen discussed issues
that affect the integration of new functionality into existing systems, particularly
within the context of extraordinarily ‘high-load’ systems.



VI Preface

We wish to express our gratitude to all those who contributed to making
ICWE 2005 a success. We are particularly grateful to the core members of our
Organizing Committee and Program Committee: Yogesh Deshpande, Steve Han-
sen, Ka-Kit Fung, Athula Ginige, Aditya Ghose, Daniel Schwabe, Bebo White,
Emilia Mendes, Gustavo Rossi, Rafael Calvo, and Xiaoying Kong, as well as
several other key contributors, particularly Rosa Tay, and Richard van de Stadt.

We would also like to thank the workshop and tutorial organizers. Parti-
cular thanks go to the Program Committee members and reviewers, who with
enormous care and insight, provided reviews which helped us build an excellent
program.

Finally, enormous thanks go to the authors of the papers which were submit-
ted to the conference. It is really their work which is at the core of the ICWE
conference series, and which has helped shape our discipline. Thank you!

We hope you find the papers presented in this volume useful and that they
help in further advancing Web Engineering through research, education and
practice.

May 2005 David Lowe
San Murugesan
Martin Gaedke
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Keynote: Just Enough Requirements
Management for Web Engineering

Al Davis

College of Business
University of Colorado at Colorado Springs
Colorado Springs, CO 80933-7150 USA

adavisQuccs.edu

1 Brief Bio

Al Davis is professor of information systems at the University of Colorado at
Colorado Springs. He was a member of the board of directors of Requisite, Inc.,
acquired by Rational Software Corporation in February 1997, and subsequently
acquired by IBM in 2003. He has consulted for many corporations over the past
twenty-seven years, including Boeing, Cigna Insurance, Federal Express, Front-
Range Solutions, Fujitsu, General Electric, Great Plains Software, IBM, Loral,
MCI, Mitsubishi Electric, NEC, NTT, Rational Software, Rockwell, Schlum-
berger, Sharp, Software Productivity Consortium, Storage Tek, and Sumitomo.
Previously, he was

— Chairman and CEO of Omni-Vista, Inc., a software company in Colorado
Springs;

— Vice President of Engineering Services at BTG, Inc., a Virginia-based com-
pany that went public in 1995, and was acquired by Titan in 2001;

— a Director of R&D at GTE Communication Systems in Phoenix, Arizona.

GTE was acquired by Verizon in 1999;

Director of the Software Technology Center at GTE Laboratories in Waltham,

Massachusetts.

He has held academic positions at George Mason University, University of
Tennessee, and University of Illinois at Champaign-Urbana. He was Editor-in-
Chief of IEEE Software from 1994 to 1998. He is an editor for the Journal of
Systems and Software (1987-present) and was an editor for Communications of
the ACM (1981-1991). He is the author of

— Software Requirements: Objects, Functions and States (Prentice Hall, 1st
edition 1990; 2nd edition 1993);

the best-selling 201 Principles of Software Development (McGraw Hill, 1995);
— Great Software Debates (Wiley and IEEE CS Press, 2004), and

— Just Enough Requirements Management (Dorset House, 2005).

Dr. Davis has published 100+ articles in journals, conferences and trade
press, and lectured 500+ times in over 20 countries. Much of his current research
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centers around discovering “just enough” ways of performing requirements engi-
neering, specifically “the largely unexplored middle ground between the require-
ments purists and the requirements cowboys.” [Tom DeMarco] He maintains
the most extensive bibliography on the web for requirements-related subjects
(http://web.uccs.edu/adavis/regbib.htm). He is the founder of the IEEE Inter-
national Conferences of Requirements Engineering, and served as general chair
of its first conference in 1994. He has been a fellow of the IEEE since 1994, and
earned his Ph.D. in Computer Science from the University of Illinois in 1975.
Find out more about Al Davis at http://web.uccs.edu/adavis.

2 Talk Abstract

When building web applications, strong temptation exists to “just build it.”
After all, the tools available today for web engineering are just so easy to use.
The operational environment is so tolerant of implementation problems. And the
expectations of the user community allow for constant evolution. On the other
hand, almost every type of application, including those that are highly financial-
critical and life-critical, is migrating to the web. This trend works against the
attitude of “just build it.” So, the answer cannot be “forget about requirements;
we’ll figure them out later.” And the answer cannot be “write a formal require-
ments specification for all parties to approve prior to system implementation.”
Requirements management exists to reduce risk, but it also needs to be made
simpler, not more complex. And in today’s competitive world we need to find
ways to accelerate system development dramatically; modern requirements man-
agement must thus reduce, not extend, the effort.

The Capability Maturity Model (CMM) movement has tended to cause com-
panies to over-methodize, while the agile programming movement has tended
to cause companies to under-methodize. The result is that requirements are ei-
ther over-analyzed and over-specified, or are totally ignored. This common-sense
talk addresses the “right” level at which requirements should be addressed, with
emphasis on recognizing that the “right” level is different for every project.

The talk will cover all three major areas of requirements management: elic-
itation, triage, and specification. Each will be described, its goals will be made
clear, common practices will be described, and recommendations for doing it
in a “just enough” manner for web engineering will be explored. The talk will
also discuss the factors that would cause you to want to alter the “just enough”
prescription for your own needs.



Keynote: Performance, Availability and Security
in Web Design

Virgilio A.F. Almeida

Federal University of Minas Gerais - UFMG
Brazil
virgilio@dcc.ufmg.br

1 Brief Bio

Virgilio A.F. Almeida is a Professor and former Chair of the Computer Science
Department at the Federal University of Minas Gerais (UFMG), Brazil. He re-
ceived a Ph.D. degree in Computer Science from Vanderbilt University, an MS
in Computer Science from the Pontifical Catholic University in Rio de Janeiro
(PUC-RIO), and BSEE from UFMG. His research interests include analysis,
modeling, and evaluation of the behavior of large scale distributed systems, ca-
pacity planning, I'T security, Internet and WWW technologies. He was a Visiting
Professor at Boston University (1996) and Polytechnic University of Catalonia
in Barcelona (2003) and held visiting appointments at Xerox PARC (1997) and
Hewlett-Packard Research Laboratory in Palo Alto (2001 and 2004).

He has published over 100 technical papers and was co-author of five books,
including “Performance by Design: computer capacity planning by example” “Ca-
pacity Planning for Web Services: metrics, models, and methods,” “Scaling for
E-business: technologies, models, performance, and capacity planning,” and “Ca-
pacity Planning and Performance Modeling: from mainframes to client-server
systems”, published by Prentice Hall in 2004, 2002, 2000, and 1994, respectively.
He is also a frequent reviewer for a variety of international journals covering
Internet and distributed systems issues, and served on the programme com-
mittees of various international conferences (including the WWW Conference,
ACM-SIGMETRICS, and Performance 2005). He was the program co-chair of
the ACM-WOSP’2004 Conference and will be the general co-chair of ACM-
USENIX IMC 2006 Conference. Almeida serves on the Editorial Board of First
Monday, a multidisciplinary journal on the Internet (www.firstmonday.org).

His research has been funded by the Brazilian Research Council (CNPq),
Brazilian Ministry of Science and Technology, and HP Brazil. Almeida was the
recipient of various prizes, teaching awards, and best paper awards including
an award from Compaq/Brazil for the paper “Characterizing Reference Locality
in the WWW” (with Mark Crovella and Azer Bestavros). He served as the
chairman of the National Board on Graduate Education in Computer Science
in Brazil and as a member of the Computer Science Committee in the Brazilian
Research Council.
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2 Talk Abstract

Performance, around-the-clock availability, and security are the most common
indicators of quality of service on the Web. Management faces a twofold chal-
lenge. On the one hand, it has to meet customer expectations in terms of quality
of service. On the other hand, companies have to keep IT costs under control to
stay competitive. Planning the infrastructure of Web services requires more than
just adding extra hardware or software. It requires more than intuition, ad-hoc
procedures, or rules of thumb. Many possible alternative solutions can be used to
implement a Web service; one has to be able to determine the most cost-effective
system solution. This is where Web Engineering and Capacity Planning tech-
niques come into play. This presentation introduces quantitative capacity plan-
ning techniques and examples for different Web scenarios, showing precisely how
to identify and address performance, availability and security-related problems.



Keynote: Bridging the Gap
Between Requirements and Design

Craig Errey

The Performance Technologies Group Pty Ltd
Sydney, Australia
craige@ptg-global.com

1 Brief Bio

Craig is the Managing Director of The Performance Technologies Group (PTG).
PTG specialises in requirements modelling, high performance user interface de-
sign, usability and accessibility. PTG improves customer experience and business
performance with all technologies — websites, intranets, business applications,
speech recognition systems, interactive voice response, interactive television and
hardware.

PTG placed 64th in the 2004 BRW Fast 100, with an average of 50% growth
per annum, since starting in 1999. PTG currently employs over 20 people with
backgrounds ranging from psychology, computer science, information environ-
ment, marketing, business strategy and human computer interaction.

Craig’s primary role is the research, development and implementation of the
company’s IP and methodologies. His credentials and experience encompass the
disciplines of psychology, HR consulting, change management, and technology.
By aligning business, marketing and customer strategies to website and applica-
tion design, he helps organisations create real and measurable value for people
and business. As a psychologist, he understands the way people think and is
therefore able to create systems that are simple, user-friendly and effective.

Craig has consulted in usability and user interface design for Commonwealth
Bank, Qantas, Vodafone, NSW Department of Commerce, ANZ, Defence, De-
partment of Health and Ageing, IBM, Motorola, National Bank, QBE MM,
Hutchison Telecoms / Orange / 3, NSW RTA, Tourism Australia, Tourism NSW,
Zurich, Telstra, E*trade and Citibank.

Craig holds a Master’s Degree in Organisational Psychology from UNSW, is
a member of the APS and the APS College of Organisational Psychologists, and
is a Registered Psychologist in NSW.

2 Talk Abstract

Despite billions of dollars being spent on IT around the world each year on
business applications, Excel spread sheets continue to be the corporate chewing
gum of choice.

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 5-6, 2005.
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IT has failed to consistently and predictably produce the results required of
business. I'T has focussed on technical aspects — efficiency, response times, data
base optimisation, network performance, architectures, interoperability and so
on.

The majority of IT projects have experienced one more of the following:

The technology solution is chosen before the requirements are know,
— The requirements change throughout the project,

— They're late,

They don’t deliver what was expected,

— They cost more that expected,

They don’t work the way people work.

What is needed is a bridge between business, requirements and IT. IT lacks
this ‘blueprint’ to build an application the right way, the first time.

But it’s not just IT’s problem. Craig’s own fields of user interface design
and usability also have significant problems in their methods. There are various
standards, like ISO 9241 (part 11) and ISO 13407:1999) that ultimately describe
what usability is and how to measure it, but there is no systematic process to
move from requirements to design. There is not even an agreed operational def-
inition of usability, other than that used to measure it (efficiency, effectiveness
and satisfaction). This means that if two designers approach the same user in-
terface design process, independently, they will come up with markedly different
designs. This is not what is expected from a 'quality’ process.

Craig will be presenting a basis for a new framework for business I'T that
integrates business and user requirements using a blend software engineering,
psychology and design principles to create a precise blueprint that IT can build
from that bridges requirements to design — that is, getting I'T right the first time.



Keynote: Google Maps and Browser Support
for Rich Web Applications

Lars Rasmussen

Google
lars@google.com

1 Brief Bio

Lars Eilstrup Rasmussen is a member of Google’s technical staff and the lead en-
gineer of the team that created Google Maps. He currently works out of Google’s
Sydney office and is actively working to expand Google’s engineering presence
in Australia.

Lars holds a Ph.D. in theoretical computer science from the University of
California at Berkeley, which nominated his thesis on approximate counting for
the ACM Doctoral Dissertation Award.

In early 2003, Lars co-founded with his brother Jens Eilstrup Rasmussen a
mapping-related startup, Where 2 Technologies, which was acquired by Google
in October of 2004.

2 Talk Abstract

Lars designed and built the original prototype of Google Maps, which launched
this January as a Google Labs experiment. He will discuss why his team chose a
javascript-heavy approach, the challenges of doing so, and how browsers might
develop in the future to better support rich web applications such as Google
Maps.
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Web Service Engineering —
Advancing a New Software Engineering Discipline

Ruth Breu!, Michael Breu!, Michael Hafner!, and Andrea Nowak?

! Universitit Innsbruck, Institut fiir Informatik, Techniker StraBe 21a, A — 6020 Innsbruck
{ruth.breu,michael .breu,m.hafner}@uibk.ac.at

2 ARC Seibersdorf Research, Kramergasse 1, A—1010 Wien
andrea.nowak@arcs.ac.at

Abstract. In this paper we present SECTET, a tool-based framework for the de-
sign, implementation and quality assurance of web service based applications.
Main focus in SECTET is put on the design of inter-organizational workflows,
the model driven realization of security aspects and testing of workflows. We
present an overview of the model views, the design activities and the underlying
architecture.

1 Introduction

Component-based software development has been one of the hot topics in software
engineering for at least the last decade. The idea of constructing IT systems in the
same modular way as cars or washing machines is appealing and has led many people
to think about new markets and business models for software components.

While platform dependence was a great obstacle for bringing such scenarios into
practice some years ago, web service technology now opens a plethora of new possi-
bilities ranging from the realization of inter-organizational workflows, new flexible
ways of cooperation between business partners and virtual web service market places.
Not every today’s vision will find its way into practice, but in any case composing
web services to new applications is an upcoming important paradigm of software
development.

What we will address in this paper is the question how techniques and methods of
software engineering apply to this new style of programming. More precisely, we will
focus on modelling and testing web service based systems.

In a web service based application there are always at least two types of stake-
holders — the supplier of some service and the client using the service. In this paper
we will only take the client view and assume that the web services to be used are
already given. We will not deal with the steps to deploy some web service and the
steps to find web services of interest.

In the subsequent sections we will present the tool-based method SECTET for web
service engineering. SECTET is developed by our research group Quality Engineering
in a cluster of cooperation projects with our project partners ARC Seibersdorf re-
search (project SECTINO) and world-direct/Telekom Austria (project FLOWTEST).

SECTET is targeted towards the high-level development of inter-organizational
workflows based on web service technology. From the technological side the basic
constituents of our framework are the atomic web services and a web service orches-
tration language like BPEL4AWS [8] together with the related tools [9]. From the
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methodological side we deal with aspects how to specify the interface of a web ser-
vice, how to design an inter-organizational workflow step by step and how to test
such an application.

We put a special focus on the aspect of security playing a crucial role in most inter-
organizational workflows. Our goal is to assess security requirements at a high level
of abstraction and to provide pattern-based solutions. Due to the background of our
project partners we concentrate on applications in e-government and e-business,
though the general approach is application-independent.

The backbone of our method are UML models. We use class diagrams and the
predicative language OCL [19] for describing (XML-)data and interfaces, and activity
diagrams for describing workflows. We use these models from two perspectives. The
first is the requirements specification perspective supporting a step by step develop-
ment of inter-organizational systems. In the second perspective we pursue a model-
driven approach in which code is generated based on specific models.

Since all standards and languages in web services technology are based on low-
level XML structures in our conviction such a model-driven approach is of primary
choice to achieve an adequate level of abstraction for the development of web ser-
vices based applications.

Our approach is novel in many respects. We contribute substantially to require-
ments specification, model-based specification of security requirements and testing of
inter-organizational workflows in the context of web services. Related approaches
which however focus on different technologies can be found in the areas of workflow
management (e.g. [3, 10, 11, 13]), authorization models (e.g. [5, 15, 22]) and testing
[21]. To our knowledge the term Web Service Engineering has been first used by
Starke [20], however in a very unspecific way.

In the sequel we present an overview of the core concepts of our framework. In the
SECTINO project we have developed a set of basic models and views of an inter-
organizational application. We distinguish two basic classifications, the component
vs. workflow view and the global vs. local view which are presented in section 2.
Section 3 deals with the aspects of model-driven software development in SECTINO,
while Section 4 is devoted to the step by step development of inter-organizational
systems. Section 5 sketches the requirements to a testing environment for inter-
organizational workflows and, finally, we draw some conclusions in Section 6.

For a more detailed presentation of single aspects of our approach we refer to a se-
ries of accompanying papers, in particular [2, 6, 12].

2 Views and Models

We conceive an inter-organizational application as a network of partners communi-
cating by calling (web) services and exchanging (XML) data. Within the design of
such an application we distinguish two orthogonal classifications and views of the
system: the global or local view on the one hand side and the component or workflow
view on the other side.

The global view conceives the inter-organizational system as a whole, the local
view focuses on the behavior and structure of one partner within the network.

In the component view each partner is conceived as a node offering a set of services
with given properties. The component view is independent of the context in which the
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services are used. In the workflow view the orchestration of the partners” services is
defined.

Within this classification schema we distinguish the interface model (local compo-
nent view), the global workflow model describing the business protocol of the cooper-
ating partners, and the local workflow model describing the behaviour of each partner
node (cf. Fig. 1).

Global Workflow Model

Global View and
belween partners

Local Workflow Model Interface Model
Local View and g in the Context independent interface
focal wiew of one partner description of a partner
Workflow View Component View

Fig. 1. Models and Views

This orthogonal perspective allows us to combine the design of components offer-
ing services that different types of partners may call in different contexts with the
design of workflows that focus on particular usage scenarios. In many applications the
component view of (some or all) partners is already given when the inter-
organizational workflow is developed.

As running example we will use the interaction between a business agent (the Tax
Adpvisor) and a public service provider (the Municipality) for submitting and process-
ing annual statements concerning the municipal tax of companies. Table 1 shows a
portion of the informal textual description of the workflow.

2.1 Interface Model

The interface model describes the set of services a partner node offers to the outside.
The interface model consists of the following submodels.

— The document model is a UML class diagram describing the data type view of the
partner. We talk of documents in order to stress that we do not interpret this class
diagram in the usual object oriented setting but in the context of XML schema
[23].

— The interface contains a set of abstract (UML-)operations representing services
the component offers to its clients. The types of the parameters are either basic
types or classes in the document model. Additionally, pre- and postconditions (in
OCL style) specify the behavior of the abstract services.

— The role model describes the roles having access to the services. An example of a
role within the municipality component is the tax advisor (e.g. calling the web ser-
vice sendProcessedAnnualStatement of the municipality).

— The access model describes the conditions under which a certain role has the per-
mission to call a given service. We use the predicative approach of [7] to specify
the access model. This approach uses an OCL dialect to specify conditions under
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which a given role has the permission to call an operation. This permission may
depend on the parameters, the state of the calling subject (e.g. its geographical lo-
cation) and on the internal representation of the subject.

Table 1. Informal Description of the Workflow Process Annual Statement

Workflow Process Annual Statement
Partners Tax Advisor, Municipality

Main Steps

1. The Tax Advisor prepares the annual statement of his client

2. The Tax Advisor sends the annual statement to the Municipality.

3. The Municipality checks the incoming statement for validity.

4. The Municipality stipulates the communal taxes based on the incoming annual statement and the
received payments during the year and prepares the notification.

5. The Municipality sends the notification back to the Tax Advisor.

6. The Tax Advisor receives the notification and checks it according to expected results.

Variants

Security Requirements
2. The annual statement is confidential and has to be signed by the tax advisor.
5. The notification is confidential and is signed by the Municipality.
2./5. The reception of the annual statement and the notification have to be non-repudiable.

Example

The tax advisor has the right to call the web service sendProcessedAnnualStatement of
the municipality component if the town of the applicant’s annual statement is the
same as the town of the municipality. We assume that AnnualStatement is a class in
the document model describing the structure of annual statements; one of the attrib-
utes of AnnualStatement is town. Moreover, getLocation() is a service that returns the
town of the municipality.

«interface»
Municipality

+ sendProcessedAnnualstatement ( [in] processedAS : AnnualStatement )
+ getlocation ( ) : String

context Municipality: sendProcessedAnnualStatement (processedAS: AnnualStatement)
perm[tax advisor]:  processedAS.town = Municipality.getLocation()

2.2 Global Workflow Model

The global workflow model describes an abstract view of the business protocol be-
tween partners in autonomous organizations. The global workflow is abstract in the
sense that it describes the interaction of partners at a level that contains neither inter-
nal steps nor the connection to the business logic. The global workflow model con-
sists of the following submodels.

— The global workflow is described by a UML activity diagram enhanced by secu-
rity requirements concerning the communication between the partners The actions
in this workflow diagram refer to the services offered by the respective partner.

— The document model and the role model describe the data exchanged by the part-
ners in the workflow and the partner roles, respectively. Both models are class dia-
grams.
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As an example, Fig. 2 depicts a portion of the global workflow between the Tax
Advisor and the Municipality. The notes attached with the objects processedAS and
notification, are security requirements explained in more detail in the subsequent sec-
tion. In the complete model the workflow comprises additional partners (e.g. the
health insurance for checking employees registered).

TaxAdvisor

«receive»
receiveAnnualStatement

Municipality

. u (self)}
—_— / Ve «receive» N\
/ ( receiveProcessedAS )
annualStatement / I AN /
processedAS
] «invoke» B
% forwardAnnualStatement
Client \\ o /\
- T notification Ve D
] I sendNotification ‘}
confirmation \o— /

T e
sendConfirmation
o )

Fig. 2. Portion of the global workflow Process Annual Statement

The global workflow model is typically designed by the consortium of partners in-
volved in the workflow. Many applications include strong legal requirements for the
workflow or document model.

2.3 Local Workflow Model

A local workflow model is developed for each partner type. The local workflow de-
fines the portion of the global workflow which each partner is responsible for and
corresponds to the “Executable Process” in BPWL4WSI.1. The local workflow is a
concrete process description. It does not only consider service calls from the outside
but also contains internal actions and connections to the business logic. A complete
local workflow model is direct input for a local workflow management system. The
local models are typically developed by representatives of the partners involved.
Similarly to the global workflow model, the local workflow model consists of an
activity diagram modeling the local workflow, document models and role models.

3 Model-Driven Development
of Inter-organizational Applications
In our method we use models both for requirements elicitation and for code genera-

tion. The backbone of the inter-organizational application are the web services pro-
vided by the partners together with the local workflow engines controlling the work-

flow instances at each partner’s side!.

' We conceive a centrally managed workflow as special case in which only one central partner
is provided with such a workflow engine
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The local workflow model of each partner type is the input to the local workflow
engine. The target architecture does not provide an own workflow engine but uses a
BPEL4WS-based workflow engine and a related UML front-end [16], other workflow
engines and modelling front-ends are equally possible.

What SECTINO focuses on is the model-based generation of security components.
While there are plenty of standards for web service security allowing security re-
quirements like confidentiality and integrity to be implemented at XML and SOAP
level (e.g. [18]), our claim is that a broad application of these standards requires a
high-level development environment. With our approach we pursue model-based
development of security components. The related core security architecture for each
partner node is depicted in Fig. 3. This architecture wraps the basic web service com-
ponents and the local workflow engine by a security gateway supporting the follow-
ing services in the current version.

— Authentication of the requestor

— Decryption/encryption of messages

— Signing messages (with a system generated signature)

— Checking authorization of web service calls

More details about this reference architecture can be found in [12]. Fig. 4 illus-
trates the core inputs and outputs of the code generation.

— We specify security requirements concerning message exchange between partners
in the global workflow model (cf. the notes in Fig. 2 requiring the confidentiality,
integrity and non-repudiation of the documents exchanged) and generate the con-
figuration files of the security gateway.

— The role and access model of the interface model are transformed into policies in
the Policy Repository. The policy enforcement is based on the OASIS standard
XACML [17].

Secured

Secured H Requests
Requests

Secured

Secured Response|

Response
l Workflow Configuration (BPEL ‘ ‘

Security Configuration (XACML, WS-PL)

Fig. 3. SECTINO Schematic Reference Architecture

4 Requirements Elicitation

The models allowing code generation which have been discussed in the previous
section are at a high though programmatic level of abstraction. Thus, our goal in
SECTET is to integrate these models in a method that guides developers step by step to
realize security-critical inter-organizational applications.
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Fig. 4. Model-Driven Security in SECTET

For developing the local workflow models and the security-related annotations we
proceed in the three basic steps of Fig. 5.

S1 Describe the business protocol informally in a global view
S2 Develop the global workflow model
S3 Develop the local workflow models for the partner nodes

Fig. 5. The three basic design steps of inter-organizational workflows

S1 - Describe the Workflow Informally in the Global View
Table 1 shows a small portion of such an informal description. We suggest a format
close to an informal use case description [14] including the following parts.

— Name of the workflow

— Partner types

— Roles within the partner types (e.g. there may be roles Secretary and Tax Advisor
within the partner type Tax Advisor)

— Main steps of the workflow together with variants and exceptions

— Security requirements on the workflow

The informal description is typically developed in cooperation with domain ex-
perts. This is particularly important for the security aspects which in many cases refer
to legal requirements such as data protection or signature act. In non-standard cases a
detailed threat and risk analysis of the security requirements is advisable (cf. [4]).

S2 - Develop the Global Workflow Model

The next step is to transform the textual description of the workflow into the formal
representation of the global workflow model. Main activities within this step are the
following.
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— Identify the actions within the workflow taking into account the interface view of
the partners and the primitives of the web service orchestration language (e.g. in-
voking web services, sending replies)

— Define the whole process including variants, loops and concurrently executed ac-
tions

— Model the security requirements in a formal way based on the annotation language

— Define the Document and the Role Model

It is important to note that not all informal security requirements can be trans-
formed into formal ones in the model. Indeed, our language offers a set of patterns
expressing standard security requirements. Security requirements that cannot be
mapped onto the patterns have to be implemented programmatically in the security
components.

S3 - Develop the Local Workflows for the Partner Nodes
In the last step the executable local workflows are developed. This comprises the
following tasks.

— Divide the global workflow into local portions for each partner type

— Refine this local workflow based on the primitives of the chosen web service or-
chestration language by adding local actions and calls to the business logic

— Develop the document and the role model based on the respective models of the
global workflow model

In general, the first task is non-straightforward and a problem that is subject of in-
tensive research in a more formal setting [1, 3].

We follow a pragmatic approach and map the global workflow to a number of local
workflow stubs. In this setting it is in the responsibility of the local partners to im-
plement behavior that conforms to the global workflow. Rather than proving the cor-
rectness of the local executable workflows with respect to the abstract global work-
flow we provide a testing environment (cf. Section 5).

5 Testing Inter-organizational Workflows

Though developed at a high level of abstraction the resulting inter-organizational
application in general will contain bugs. This both concerns the web service calls and
the flow itself. In the cooperation project FLOWTEST we currently work on a model-
based test environment for inter-organizational workflows.

Three major building blocks for such a test environment can be identified as fol-
lows.

T1 Local and global testing
T2 Specification of test conditions
T3 Test management and test data generation

Fig. 6. Basic building blocks of a test environment for inter-organizational workflows

T1 - Local and Global Testing
According to the model views and the executable artefacts we can distinguish three
levels for testing inter-organizational applications. Each of these levels focuses on
specific aspects of the execution.
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— Testing the atomic web services — these tests are performed by the provider of the
web service and the user of the web service. Client tests refer to the externally
visible behaviour of the underlying business logic, while provider tests refer to the
internal behaviour.

— Testing the local workflows — these tests are performed by each local partner. Lo-
cal workflow tests focus on the orchestration of web services from the view of the
partner. In order to support local testability the web services of the partner nodes
(that may be called from the local flow) should be replaceable by local stubs.

— Testing the global workflow — these tests are performed by the responsible for the
global workflow. Global workflow tests focus on the interplay of the local work-
flows. Similar to local workflow testing the availability of local stubs is a crucial
requirement for global workflow testing.

T2 - Specification of Test Conditions

Our goal is to provide a test environment which works at the same level of abstraction
as the design and implementation environment based on models. To this purpose we
need a language for expressing test conditions.

Similarly to the specification of permissions we provide an OCL dialect for ex-
pressing properties over the document model. The test properties may be defined as
conditions that have to be fulfilled independently of the input or as conditions that
have to be fulfilled by specific test data.

As an example, Fig. 7 contains a simple postcondition requiring returned person
data to fulfil an obvious constraint and a specific test condition for the test input string
“012345”.

getEnrollmentData (passportId: String): Person
post result.dateOfBirth.year <= 2005

sampleTestcond: :
getEnrollmentData ("012345%)
post result.name = "Erika Mustermann”

Fig. 7. Sample Test Conditions

Taking into account the test levels described in T1 the test conditions may be asso-
ciated with the following model elements.

— Conditions on the execution of atomic web services

— Conditions on the execution of local workflows or on single steps within these
workflows

— Conditions on the execution of global workflows or on single steps within these
workflows

T3 — Test Management and Test Data Generation

The last aspect is concerned with the generation of (XML-)test data and the manage-
ment of tests. Since the executable artefacts are programs including branches, loops
and sequential and parallel composition well-known techniques of test data generation
and test management can be applied at this place. This includes equivalence classes or
random value tests.
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6 Conclusion

In the preceding sections we have presented SECTET, a tool-based method for the
development of security-critical inter-organizational applications. SECTET provides
many novel aspects ranging from model-based development of security requirements
to requirements elicitation and testing of inter-organizational workflows.

Future work has to be done in several directions. First, we will extend the set of
supported security requirements. Primary candidates for such an extension are the
support of qualified signatures and rights delegation. Second, we currently define the
development method in more detail in the application area of e-government work-
flows. Moreover, the proposed requirements for the testing environment have to be
elaborated and realized. A further aspect we will work out in detail is change man-
agement of the workflows.

First positive results in pilot applications with our industrial cooperation partners
encourage us to further steps.
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Abstract. The paper is an attempt to explore some of the issues underlying
Web applications development through the use of disciplined approaches. We
first present the proposed Web engineering framework which suggests
considering web engineering along four different views. Each view is capturing
a particular relevant aspect of Web engineering. Motivations for developing the
framework are three fold: (a) to help understand and clarify the Web engineer-
ing domain, (b) to guide in classifying and comparing both web applications
and approaches and (c) to help researchers to identify new research axes. Next,
we briefly present evaluation of 7 different Web-based approaches according to
the Web engineering framework.

1 Introduction

The technological evolution of the last decade has made the World Wide Web the
ideal platform for the development of Web-based hypermedia applications and the
primary support for their delivery. Indeed, an enormous number of applications have
been developed and their widespread acceptance points to the effectiveness of Web
design approaches. However, current applications often fail since their development is
often on an ad-hoc basis, without the support of appropriate methodologies able to
manage the high complexity of information.

Obviously, we have little understanding about how web applications should be de-
veloped. For example, there is no consensus on which approach to be used for devel-
opment. There is also little evidence about their effectiveness and even less idea about
how they are.

Consequently, considerable attention has been given to Web engineering, a new
discipline proposed to provide a systematic and disciplined approach for developing,
documenting and maintaining Web/hypermedia applications.

Web engineering is a rather a new research area, so, studying and understanding
deeply this discipline need a web engineering framework. We propose a framework in
which we consider web engineering through four different view-points each one cap-
turing a particular aspect of this discipline.

Motivations for developing the framework are three fold: (a) to help understand
and clarify the web engineering domain, (b) to guide in classifying and comparing
both Web applications and approaches and (c) to help researchers identify new
research axes. The latter is an important issue since the whole Web engineering field
is relying on the two fundamental concepts namely Web applications and Web-based
hypermedia design approaches.

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 19-29, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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This paper is an attempt to explore some of the issues underlying Web applications
development and to propose a framework. The remainder of this paper is organized as
follow. Section 2 is an overview of the framework which is further detailed in section
3. Section 4 reviews 7 current web development approaches evaluated according to
the framework. Finally, conclusions are drawn in section 5.

2 Framework Overview

The development of a Web application is a multi-faceted activity, involving not only
technical but also organisational, managerial and even social and artistic issues [11].
Web application development refers to a set of activities applied in order to develop a
web application of high quality having awaited characteristics, and to carry out this
development efficiently and coherently. Obviously, goals of Web application devel-
opment introduce two basic concepts namely Web application as a product and the
used Web approach as a process.

The proposed Web engineering framework is based on both concepts and implies
considering them along four different views, each view captures a particular relevant
aspect of Web engineering.

As shown in Fig. 1, framework is composed of:

— Nature view deals with the classification of both web applications and web-based
hypermedia methods applied for the design and the development of web applica-
tions.

— Form view includes representations of methods at different levels of detail.

— Purpose view deals with intentional aspects. It concerns goals which we attempt
to reach in the web engineering field.

— Development Cycle view deals with the web applications development process and
their enactment.

Nature
a
Aims at Web applications Expressed
Purpose Web design methods under Form
Evolves
Life cycle

Fig. 1. Web Engineering Framework

We have adopted a faceted classification approach similar to the one proposed by
[27] in Requirements Engineering. Each view is associated with a set of facets which
are considered as viewpoints or dimensions suitable to characterize and classify ap-
proaches and/or applications according to this view.

A metric is attached to each facet which is measured by a set of relevant attributes.
Both web applications and methods are positioned in the framework by affecting
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values to the attributes of each facet. Attribute values are defined within a domain
which may be a predefined type (Integer, Boolean, etc), an enumerated type
(ENUM{x, y, z}), or a structured type (SET or TUPLE).

The multi-facet and multi-view approach adopted makes it possible to look at web
engineering in a comprehensive way. Facets provide an in-depth description of each
aspect of Web engineering whereas aspects give a view of Web engineering in all its
diversity.

3 The Proposed Framework
3.1 The Nature View

The Nature view is characterized by two facets namely the application nature facet
and the method nature facet.

Application Nature Facet

Many classifications of web applications are referenced in literature. For instance,
classifications proposed in [14] [13] and [1] are generally based on functionality crite-
ria and are, consequently, considered as specific classifications.

A more general classification is proposed by both [7] and [9]. According to [7], a
distinction can be made between a Web application and a Web site. The web applica-
tion uses a web site as the front end to a more back office application.

[9] proposes a similar distinction by identifying the kiosk type and the application
type. A kiosk web site mainly provides information and allows users to navigate
through that information. Whereas, an application web site is an information system
where users process data, communicate and collaborate with other users.

As classification in [9] is largely referenced in literature such as in [17] [31] and
[9], we keep this classification and define the following application nature attribute
having the same name of the facet:

Application nature: ENUM {kiosk type, application type}

Method Nature Facet
Some researchers have attempted to classify web design approaches such [32] in
which approaches are classified into 4 categories: Resource-oriented approaches, Site-
oriented approaches, Design-oriented approaches, Model-based approaches.
[9] proposed another classification of web design approaches based on three cate-
gories: Data-driven approaches, User-centered approaches, User-driven approaches.
A web design approach can be classified in only one category according to the sec-
ond classification. As the latter is the most referenced in literature, we define the fol-
lowing attribute having same name with the facet:

Method nature: ENUM {data-driven, user-driven, user-centered)

3.2 Form View

The form view is composed of the three following facets: Models facet, Notation
facet and Abstraction facet.
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Models Facet
The model facet is concerned with the content of a web design approach.

With the rapid increase of web applications complexity it becomes increasingly
important for web design approaches to provide different modelling artefacts that
support various viewpoints. When designing complex web applications, designers can
look at the application from different but inter-related perspectives. They can break
down applications into manageable pieces. Indeed, approaches consider design proc-
ess in terms of process phases and their deliverables, often models.

The following models': Conceptual model, Navigation model and Presentation
model are commonly delivered. Besides, and due to the evolution of the web and web
applications, other phases are recognized delivering the following design models:
Requirements analysis model, User model, Adaptation model and Business process
mode and Business model (required especially for e-commerce applications).

Thus, in order to capture aspects considered during web applications design, the
Models facet introduces the following attribute with the same name:

Models: SET (ENUM {Requirements analysis model, Conceptual model, Navigation
model, presentation model, User model, Adaptation model, Business process model,
Business model})

Notation Facet
In order to support the representation of application features during development
lifecycle, notations with different levels of formality and abstraction are used.

To express structural features, the best-known conceptual data models, like E-R
Model and various objects models [29] are mostly used. Various approaches belong-
ing to the hypermedia field are proposed to enrich traditional conceptual models with
new concepts.

For modelling the navigation, most approaches employ notations and techniques
proposed for the more general problem of human-computer interaction specification
[10] and extend data models with navigation primitives.

For presentation modelling, most of methods, except methods based entirely on
UML, use principally proprietary formalisms and notations combined sometimes with
standard notations.

The domain of the attribute Notation captures the notation used in a method.

Notation: ENUM {Standard, Proper, Mixture).

Abstraction Facet

The Abstraction facet allows capturing abstraction levels in which methods are de-
scribed. Depending on its level of abstraction, the method component will be reused
as such or will be instantiated before being assembled in the method under construc-
tion. Approaches based on meta-modeling mechanism are at the meta-type level. The
abstraction facet has one attribute level having values in the following enumerated
domain:

Level: SET (ENUM {type, meta-type}).

! Models mentioned are deliverables of the three common design phases referenced in [11]
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3.3 Purpose View

The purpose view deals with goals assigned to web application methods. This issue is
associated with the purpose facet. As applications change and evolve continuously in
time, a method should support this evolution. This aspect is captured by the facet
named Method management policy. These two facets are described in the following.

Purpose Facet

Synthesis of studies in the Software Engineering [20], [8] and Information Systems
communities [3],[22] and [25] have shown two main aims of web application design
methods:

o Prescriptive: they prescribe how the process should be accomplished.
o Descriptive: they study existing processes and describe how the process is carried
out.

However, some approaches mix descriptive and prescriptive strategies [22]. A web
application design approach can be classified according to the role that plays in the
Purpose facet:

Purpose: SET (ENUM {descriptive, prescriptive})

Method Management Policy Facet

Given the rapid changes in context and in user requirements when considering the
Web, an environment where change in both technology and user requirements is a
standard part of life, applications should have the ability to evolve. This evolution
should be supported during their development. Design evolution should be supported
with automatic propagation of the modifications from one step to another during de-
velopment process. The use of structured techniques and the product of a process
tracings and separation between the following aspects of design constitute a solid base
to method evolution.

As in Software Engineering, reuse is also an aspect of this view. Reuse is a strate-
gic tool for reducing the cost and improving the quality of hypermedia design and
development. It consists in taking advantage of any of the efforts done for previous
works to reduce the needed effort to achieve a new one [19]. Reuse can occur at any
level of hypermedia development. It may concern data, software components concep-
tual schemas, design schemas, content and physical application pages as well as de-
sign experience. The most common form of reuse on the web is content reuse.

Thus, a web design method might be positioned within the Method Management
Policy facet with the two following attributes Evolution and Reuse which allow to
determine respectively even the method supports evolution and reuse or not.

Evolution: Boolean
Reuse: Boolean

3.4 The Development Cycle View

Lifecycle Coverage Facet
Several lifecycle models of a web application have been proposed in the literature
such as in [30], [2], and [11]. However, typical activities involved in the construction
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of a web application can be partially obtained from the lifecycle models of traditional
Information Systems and enriched with specific activities. The lifecycle model used
as a reference in this paper was proposed in [11].

Note that defining the lifecycle coverage facet allows one to determine activities
considered during the development of a web application.

Life cycle Coverage: SET (ENUM {Requirement Analysis, Conceptualisation, Proto-
typing & validation, Implementation, Evolution & Maintenance})

Construction Technique Facet

In the web development context, we find the construction techniques of traditional
Information Systems domain, exploring the meta-modelling aspect and using lan-
guages. Meta-modelling consists in identifying common and generic characteristics to
different applications and representing them by a system of generic concepts. It uses
two principal techniques: instantiation and assembling. It is to note that most of web
applications are developed based on developer’s experience, we can that they are the
result of an ad-hoc technique of construction.

Technique: ENUM {Instantiation, Assembly, language, ad-hoc}

Interaction Facet
Compared with traditional software applications, web applications tend to provide
much more sophisticated interactions with users.

Dynamic description and transformations occurred when users interact with appli-
cation should be supported by the web design approach. Thus, an approach needs to
provide the ability to model these different interactions in a complete way so that
users' interactions can be captured, designed and implemented.

We introduce a Boolean attribute Interaction which allow determining if method
considers interaction of users with application or not do.

Interaction: Boolean

Enactment Support Facet
Besides the construction process of web applications, the development view deals
also with their enactment.

CAWE category (Computer Aided Web Engineering) provides best development
lifecycle coverage by applying design modelling and code generation techniques. We
find all basic principles of software engineering. Benefits are comparable to those of
CASE tools, we cite for instance reduction of effort and reuse. Efforts have been con-
ducted in last years to the design and the development of prototype of hypermedia and
web design tools.

Consequently, this facet has an attribute fool support that allows knowing the tool
used.

Tool support: text
Dynamic Generation Facet

Information content of web applications is stored in pages and users can request a
page by its name or can access through path.



Toward a Comprehension View of Web Engineering 25

In some situations, page content is assembled at run time from information stored
in the data base or a repository. It can also be generated from loaded modules e.g.
CGI. Web sites using this strategy are dynamic web sites. These have the advantage
to keep the content up to date and synchronised with the data of the data bases. All
these aspects should be taken into account by the design method when developing
applications.

According to this facet, methods are classified into those that consider dynamic
content generation and those that not do. This facet is described by a Boolean attrib-
ute.

Dynamic generation: Boolean

Adaptation Facet

Many researches have been focused on adaptation forms such as [4] [6] [19]. [33]
completes these adaptation dimensions by namely adaptation based on functionality
and adaptation based on management of material conditions of exploitation. Summa-
rizing, adaptive dimensions are following: adaptive content, adaptive navigation,
adaptive presentation, Adaptive functionality, Management of Material conditions of
exploitation.

Adaptation: SET (ENUM {content, navigation, presentation, functionality, material
condition of exploitation})

4 Review of 7 Web Design Approaches
According to the Framework

We propose, in this section, to illustrate the use of the web engineering framework
through the evaluation of the 7 following web-based hypermedia design approaches:
Relationship Management Methodology (RMM) [17], Object-Oriented Hypermedia
Design Model (OOHDM) [30] [15], Hypermedia Flexible Process Model (HFPM)
[22], UML-based Web Engineering (UWE) [19], the method proposed by Takahashi
[31], Web Sites Design Method (WSDM) [9] and WebML [6].

We aim to get a large picture of the web engineering area and to help understand
currently developed web-based hypermedia approaches.

Table 1, Table 2 and Table 3 provide instantiation of the 7 approaches according to
the four views of the proposed web engineering framework namely: Nature, Form,
Purpose and Development Cycle.

Several conclusions can be obtained from we can get both strength points and limi-
tations of evaluated approaches.

Each of these proposed approaches has its strength points. We can notice, for in-
stance, that except WSDM all approaches are proposed for the development of com-
plex web applications and cover the whole life cycle of web applications. They sup-
port reuse and are able to evolve when application environment change. This is made
possible since approaches consider the different design steps separately.

Although proposed approaches have strength, some limitations can be identified
such as:

The Inability to Model Business Processes: Most existing modeling approaches do not
address the modeling of functionality or business processes. Except WSDM,
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Table 1. Instantiation of 7 web-based hypermedia approaches according to Nature view and
Form view of the Web Engineering Framework

Nature View Form View
Application Nature | Method Nature Models Notation | Abstraction
RMM applications Data-driven Conceptual M. Mix Type

Navigational M.
Presentation M.
OOHDM applications User-driven Req. Analysis M. Mix Type
Conceptual M.
Navigational M.
Presentation M.

Takahashi applications User-driven Req. Analysis M. Mix Type
M. Conceptual M.

HFPM applications User-driven Req. Analysis M. Mix Type
Conceptual M.

Navigational M.
Presentation M.
UWE kiosques User-centred  |Req. Analysis M. Standard Type
Conceptual M.
Navigational M.
Presentation M.
User Model
Adaptation M.
WSDM kiosques User-centred  [Req. Analysis M. Mix Type
Conceptual M.
Navigational M.
User M.

Business process M.
WebML applications Data-driven  |Conceptual M. Mix Type
Navigational M.
Presentation M.
User Model
Adaptation M.

Table 2. Instantiation of 7 web-based hypermedia approaches according to Purpose view of the
Web Engineering Framework

Purpose View

Purpose Method management Policy
Evolution Reuse
RMM Presc. Yes Yes
OOHDM Presc. Yes Yes
Takahashi M. Presc. Yes Yes
HFPM Presc. Yes Yes
+
Desc.
UWE Presc. Yes Yes
WSDM Presc. Yes Yes
WebML Presc. Yes Yes

approaches focus has been on the organization aspects, navigation and presentation
modalities. Some others approaches are user-centered and then consider moreover
user viewpoint. However, none has addressed Business processes viewpoint which
has been consistently overlooked.
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Table 3. Instantiation of 7 web-based hypermedia approaches according to Development cycle
view of the Web Engineering Framework

Development Cycle View
Enact-
ment
Support
Life cycle Techni- Tool Dynamic Interaction | Adaptation
Coverage que support Generation
RMM Conceptualization / RMCase No No No
Design
Prototyping
& validation
Implementation
OOHDM | Req. analysis / OOHDM- Yes Yes Yes
Conceptualization Web (relatively)
Design
Implementation
Takahashi | Req. analysis / WebArchi- No No No
M. Conceptualization tect
Design PilotBoat
Implementation
Maintenance
HFPM | Req. analysis / / No No No
Conceptualization
Design
Implementation
Maintenance
UWE Req. analysis / / No Yes Yes
Conceptualization
Design
Implementation
Maintenance
WSDM | Req. analysis / / No No Yes
Conceptualization (relatively)
Design
Implementation
WebML | Req. analysis language | WebRatio No Yes Yes
Conceptualization Site devel-
Design opment
studio 24

The Inability to Support Various Abstraction Levels: Modeling approaches need to
provide modeling artifacts at different abstraction levels. The need for various ab-
straction levels is reflected in the importance to be guided from high to low ab-
straction level.

The Not Use of Standard Notation: Except UWE, existing modelling approaches
address main design phases through the use of different notations in most cases
proprictary. However, it desirable to adopt known and standard notations. This fa-
cilitates both communication between involved people in design and maintenance
phase. The latter plays an increasingly important role in comparison with conven-
tional software systems.

Inability to Model Interaction Aspects: Not all existing modelling techniques support
interaction aspect during web design. However, modelling techniques need to pro-
vide ability to model users’ interactions with web applications. They should spec-



28  Semia Sonia Selmi, Naoufel Kraiem, and Henda Ben Ghezala

ify transformations occurred when user interacts with application, objects behav-
iour after external events and dynamic descriptions.

Inability to Support Dynamic Generation Content: Major web applications are be-
coming complex in term of information and then need to be dynamic, that is con-
tent is assembled at run time from information stored. Information sources to
which a web application can connect may include databases, file servers, document
repositories, etc. Consequently, modelling approaches need to support dynamic
generation of content.

5 Conclusion and Further Work

More recently, the web engineering community advocates and emphasizes the use of
disciplined approaches for the development of web applications.

Our study has shown that both web design approaches and web applications can
not be treated adequately with simple predicate-based classification techniques. How-
ever, here is a need for a four-dimensional framework to well describe web engineer-
ing discipline. Through the notion of dimensions and facets, we are able to success-
fully capture the global view and the more detailed view of web engineering
respectively.
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Abstract. As Web technologies change and multiply fast, their comprehension,
assessment, selection and adoption are likely to be increasingly difficult, acci-
dental and sub-optimal. Most often, needs are both important elements in tech-
nology assessment/selection and drivers of technology proliferation and evolu-
tion. We believe a need-oriented organization of Web technologies, as
presented in this paper, is a useful starting point for comprehending the multi-
tude of existing and emerging Web technologies from an essential and stable
perspective. We identify important technological needs in relation to a reference
architecture for Web Applications, and show how different technological trends
address each need. We hope the paper will be of interest to those who want to
get a grasp of the Web technology landscape and understand major trends.

1 Introduction

Web technologies change and multiply fast. For the practitioner and the researcher
alike, a single summary of the state of the art in Web technologies could be invaluable
in quickly grasping the current state of the art. To be useful, such a summary needs to
be concrete enough to give sufficient details about the technologies, yet abstract
enough to withstand rapid changes to concrete details. In this paper we attempt to
present such a summary, organized around “Technology needs”. Technology needs
are both important elements in technology assessment/selection and drivers of tech-
nology proliferation and evolution. Hence, we believe that such an organization pro-
vides a perspective that is more user-oriented, fundamental and stable than the tech-
nologies themselves. Starting with a reference architecture for WAs, we identify
important technology needs of the tiers and workflows of a typical WA, and then
organize the technologies into different trends that has emerged to serve these needs.

Ours is not the first attempt to ease the difficulty of comprehending Web Engineer-
ing Resources (WER). Christodoulou et al [4][5], for example, proposed a reference
model [4] for organizing knowledge about WERs, with a framework [5] for compara-
tive evaluation of WERs. While the goal of Christodoulou’s work and ours is the
same, the methods are different, and the results — complementary to each other. Chris-
todoulou’s framework is more abstract; it does not concentrate on needs or specific
technologies. Our framework is specific about concrete details of technologies, and
their relation to needs and trends. It does not require the reader to discover and as-
semble concrete details on their own, as is the case with [5]. Therefore, we believe our
paper could be of immediate benefit to those seeking a quick overview of the Web
technology landscape. We consider integrating concepts from Christodoulou’s
framework into ours, as an interesting future project.
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2 Needs, Trends and Technologies

As shown in Fig. 1, WAs typically follow a multi-tier client-server architecture. The
client-side of a WA consists of users accessing the WA using a User agent (E.g., Web
browser) running on a User device (e.g., PC). In this paper, we focus on the most
common User agent configuration: Web browser running on a PC. The server-side of
the WA may be organized into multiple tiers and run on a Web server, possibly aug-
mented by Application servers, Transaction monitors or Message servers. In this sec-
tion, we discuss most important WA-specific needs of the tiers and workflows of a
WA, and trends in Web technologies that address those needs. For each trend, we
briefly mention the implementation related technologies (languages, standards, proto-
cols, tools and techniques) that typify each trend.
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Fig. 1. Web Application Reference Architecture

The Need for Better Front-End Languages. Client-side of a WAs is primarily
driven by HTML, a non-proprietary language standardized by World Wide Web Con-
sortium (W3C) [18]. However, HTML syntax lacks the strictness of a programming
language. The resulting difficulties in validating and processing HTML documents
have led to a trend towards XML syntax. Extensible HTML (XHTML), the successor
of HTML, is a family of document types and modules that reproduce, subset, and
extend HTML, reformulated in XML [18]. Reduced authoring costs, an improved
match to database and workflow applications, and clean integration with other XML
applications are some of the cited benefits of XHTML [18]. Furthermore, HTML’s
lack of support for specialized contents has led to a number of specialized markup
languages (e.g., MathML [18] — for mathematical content).

The Need to Separate Content, Structure, and Presentation. A typical HTML
document is a mixture of content, structure, and presentational information. Keeping
these three aspects as separate as possible is beneficial for development, maintenance
(as different experts could develop/maintain each separately), and reuse (as each
could be reused separately). Styles [18] were added to HTML as a way to separate out
presentational information. Styles describe how documents are presented on a User
agent. Cascading Style Sheets (CSS) [18] is one such style mechanism that is gaining
wide use. Another related technology is XSL (Extensible Style Sheets) [18], a family
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of recommendations for defining XML document transformation and presentation.
Included in XSL is XSL Transformations (XSLT). An XSL style sheet can change the
presentational as well as structural information of a document. It can be used on any
XML document. XSL and CSS can be used together in a complementary manner.

The Need for a Better UIL. Pure HTML Uls are static, and limited in functionality.
The need to make WA Uls as sophisticated as traditional GUI applications has re-
sulted in several trends. The first trend is to embed client-side scripts in HTML pages.
JavaScript and VBScript are two languages commonly used for client-side scripting.
Jscript [1] (succeeded by Jscript. NET [1]) is the Microsoft variant of JavaScript.
ECMAScript [7] is a public domain specification that attempts to standardize client-
side scripting. The second trend is embedding lightweight applications/components in
HTML pages. Java applets and ActiveX controls are two technologies used for this
purpose. A Java applet is a Java program that can be downloaded and executed by a
browser. ActiveX controls can be run by a COM (Component Object Model) [1]
aware browser and can be written in a variety of languages. The third trend is the use
of plug-ins to enable using different objects inside the browser (e.g., Adobe Acrobat
plug-in allows viewing PDF documents from within browsers).

The Need for Client-Side Processing. Although WAs follow “thin client” paradigm
(minimal functionality client, more processing on server), performing some process-
ing on the client-side (e.g., input validation on forms) can significantly reduce net-
work traffic and improve response time. The trends for client-side processing are
similar to that of the previous section, i.e., embedded client-side scripts (JavaScript,
VBScript, etc.), embedded small applications (Applets, ActiveX), and plug-ins.

The Need to Use Mainstream Languages for Business Logic Processing. The bulk
of the business logic processing of a typical WA happens on the server-side. Common
Gateway Interface (CGI) is one standard for using mainstream programming lan-
guages to implement business logic. CGI defines how data is passed from a server to a
CGI-compliant program. Two popular CGI programming languages are Perl and
Python. Java is another popular language used for developing WAs. For example,
Java Servlets [11] are modules of Java code that run in a server application and re-
spond to client requests by interpreting the request, doing business logic processing,
and generating dynamic content. Component technologies such as Enterprise Java
Beans (EJB [11]) can further simplify server-side programming. They facilitate reuse
of common services, allowing a developer to focus on the business logic of a WA,
rather than on the “plumbing” code.

The Need to Separate Response from Response Generation Code. Generating the
response involves generating text of one language (e.g., HTML) using another lan-
guage (e.g., Perl or Java). The simplest solution is to write the server response directly
to the output stream (e.g. using print() function ). Java Servlets follow this method.
However, this approach requires encoding each piece of the server response as a
string literal, obviously a cumbersome task. Embedding scripts to represent dynamic
content in otherwise static text files, commonly called “Server pages”, tries to sepa-
rate server response from the code generating that response (scripts). The web server
processes the server page and sends the generated text output to the client-side. In
Server-side Includes (SSI) technique — a limited form of server pages — scripting
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commands embedded within a web page are parsed by the web server to generate
dynamic content. SSI functionality is limited to adding small pieces of dynamic in-
formation (e.g, common footer). PHP (Hypertext Preprocessor), ASP (Active Server
Pages — succeeded by ASP.NET), and JSP (Java Server Pages) are Server page tech-
nologies that are more capable than SSI. Several extensions with similar capabilities
exist for Perl (e.g. Mason [9]) and Python (e.g., Spyce [15]). A further improvement is
to separate the server response and scripts into separate files. Java Beans (in conjunc-
tion with JSP) and ASP.NET’s Code-behind feature are some technologies that push
in this direction. A successful separation of server response from code gives us Tem-
plates — representative documents one can create and edit using ordinary Web author-
ing tools while preserving the hooks to scripts. Freemarker [8] and Velocity [17] for
Java, HTML:: Template and Text::Template for Perl, Smarty [14] for PHP, DTML for
Python, are examples of templating mechanisms. Macromedia’s CFML (Cold Fusion
Markup Language) [3] is another proprietary templating language.

The Need for Rapid UI Building. Unlike a traditional application where Ul and the
event handling code form one cohesive unit, Ul of a WA needs to run on a diverse set
of thin clients while communicating with the server-based event handling logic via the
stateless HTTP protocol. Server-side Ul component technologies are an effort to hide
this complexities from the developer. They include a set of APIs for representing Ul
components against which it is easy to write code for managing their state, handling
events, input validation etc. ASP.NET Web Forms [1] and JSF (Java Server Faces)
[12] are two such server-side Ul component technologies.

The Need for Integration. There are three types of integration that we can think of:
intra-WA integration, inter-WA integration, and integration between WA and other
external systems. The trend in intra-WA integration (integration of the remotely lo-
cated parts of a WA) is to use general purpose distributed application technologies
(e.g., CORBA [6], DCOM [1], .NET remoting technology [1], and Java RMI [11]) In
inter-WA integration we can also use WA-specific technologies. For example, JSR-
168 [12] Portlet specification defines a common API for Portlets in Web Portals. Even
more sophisticated integration could be achieved using Web services [18] —
programmatic interfaces made available by a WA for communication with other
WAs. Web services could be combined to create WAs, regardless of where they re-
side or how they were implemented. When WAs need to integrate with external non-
WAs (e.g. Mail servers) the integration method depends on the mutual availability of
an integration technology and a communication protocol.

The Need for End-to-End Solutions. The need for end-to-end technology solutions
is based on two desires: the desire to start with a set of compatible technologies, to
avoid interoperability issues, and the desire to have much of the common infrastruc-
ture ready-made and well integrated, to minimize the development effort. Platforms
(underlying technological environments or architectures) and frameworks (collections
of software containing specialized APIs, services, and tools) serve this need. The
J2EE (Java 2 Platform, Enterprise Edition) [11] defines the standard for developing
multi-tier enterprise applications (not limited to WAs) using Java. It provides contain-
ers for client applications, web components based on Servlets and JSP technologies,
and EJB components. The J2EE Connector Architecture defines a standard architec-
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ture for connecting the J2EE platform to heterogeneous Enterprise Information Sys-
tems (EIS). From the Microsoft camp, the .NET [1] umbrella includes a similar set of
WA building technologies. It is integrated with Windows platform and has a heavy
emphasis on web services. A major part of .NET is the .NET framework, which con-
sists of the Common Language Runtime (CLR) and the .NET Framework class li-
brary. CLR provides common services for .NET Framework applications written in a
variety of languages, including C, C++, C#, and Visual Basic. The NET Framework
class library includes ASP.NET, ADO.NET, and support for Web services. Microsoft
Host Integration Server and Microsoft BizTalk Server aid in integration of .NET WAs
and other EIS. In addition, numerous other less sophisticated frameworks exist (e.g.,
Seagull [13] for PHP, Mason [9] for Perl, Albatross [2] for Python, Jakarta Struts [10]
and Turbine [16] for Java).

3 Concluding Remarks

We hope our need-oriented perspective helps one to grasp essential trends in Web
technology landscape, independently of the many specific technological solutions that
have emerged in response to various needs. Space limitations prevented us from a
detailed discussion of a number of needs (e.g., the need for device independence, the
need to make WASs secure, the need to “internationalize”, need for “accessibility”, the
need for server-side/client-side data persistence). In the future work, we plan to
extend our Web technology assessment framework with concepts introduced by
others [4]. We also plan to continuously refine our need/trend/technology taxonomy.
For the ease of reference, given next is a tabulated summary of the needs, trends, and
technologies discussed in this paper.

Need Trends — Technologies
Better front-end Incorporate XML — XHTML
languages Markup for specialized contents — MathML, SVG, etc.
Separate content, Styles — CSS, XSL
structure, presentation Transformations — XSLT (part of XSL)
Better Ul, Embed client-side scripts — JavaScript, Jscript, VBScript
Client-side processing Embed light weight applications — Java Applets, ActiveX
User agent plug-ins — e.g., Adobe plug-in for pdf
Use mainstream Standards (e.g., CGI with Perl, Python, etc.)
languages Components — E.g, Java Servlets, EJB, COM+
Separate response from Write to output stream — Java Servlets

response generation code | Server pages — SSI, ASP/ASP.NET, JSP, PHP, Mason, Spyce
Server pages (with hooks) — JSP+Java Beans, ASP.NET Code
behind

Templates — Freemarker, Velocity, Smarty, HTML::Template,
DTML, CFML

Rapid Ul building Server-side UI components — ASP.NET Web forms, JSF
Integration Regular - CORBA, RMI, DCOM, .NET Remoting

Web specific — Portlets, Web services

End-to-end solutions Platforms/ Frameworks — J2EE, .NET Struts, Turbine, Seagull,
Mason, Albatross
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Abstract. In this paper, we examine how the task of creating usable
websites can be made more efficient. Models and generation of websites
have been a central issue for Web Engineering over recent years. However,
usability tool integration has not been a primary focus — few usability
validators take advantage of models which describe the website. After a
look at existing tools, we examine how information stored in models can
help to improve validation. Furthermore, we highlight additional prop-
erties which, if present in models, would improve validation quality. We
present the prototype of a model-based usability validator. Given the
presentation model of an existing web page, it verifies a set of guide-
lines. Web Engineering methods need to take usability into account at
many levels. Beyond the extension of models, this requires further semi-
automated and manual steps for user testing.

1 Introduction

A basic demand of any website is that its web application must work in the sense
that it must be possible to use the website for its intended purpose — this is ad-
dressed by research into Web Engineering methods, models and tools. However,
there is also the equally important demand that the web application must be
usable by the visitors of the website. Usability research includes work on sets
of guidelines which help to improve website usability. Additionally, established
procedures like user tests provide information about issues which make a site
difficult to use. In this paper, we build upon existing research results in both of
the above areas. We have analysed state-of-the-art Web Engineering solutions
in previous work [2] and concluded that usability has not been their primary
focus so far. Regarding usability, we have looked at a variety of different sources,
including the W3C’s Web Accessibility Initiative (WAI) and related documents
[9], the Yale Web Style Guide [3] and Jakob Nielsen’s alertbox series [7].

So far, research effort has concentrated either on development of Web
Engineering models (and associated page generation tools) or on usabil-
ity /accessibility validators, despite the fact that the information stored in Web
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Engineering models could be very useful to these validators. The main contri-
bution of this work is the analysis of how usability validation of websites can be
improved when abstract information from models is available.

Section 2 of this paper examines the limits inherent in validating HTML
pages without having a model which describes certain properties of these pages.
Section 3 highlights the benefits of model-based usability validation in a system-
atic approach, taking into account presentational, navigational and functional
aspects, and section 4 lists a number of proposed model extensions. After the
presentation of the prototype validator in section 5, section 6 discusses the ben-
efits of combining knowledge from the fields of Web Engineering and usability
research, and presents some areas which should be addressed in future research.

2 Current Usability Validation Approaches

There exists a large number of usability and accessibility guidelines which is
validated by current tools just by analysing the HTML pages, CSS (cascading
style sheets) and other content that can be retrieved from a website.

However, the implementation of checks for these guidelines often suffers from
the problem that no model is available, i.e. no abstract description of certain
properties of the web page (or its parts). This way, the validator either fails
to find certain usability problems in the pages or it outputs too many general
warning messages. For instance, it is straightforward to check given HTML code
for high colour contrast [1] and the use of a limited number of different font faces,
but it is not possible to do this reliably for images which contain a rendered
version of some text, unless a model provides information regarding the text
contained in the image.

As part of our research, we have looked at the following usability and acces-
sibility validators:

e A-Prompt (http://aprompt.snow.utoronto.ca)

* Bobby (http://bobby.watchfire.com)

e Evallris []

e Kwaresmi (http://www.isys.ucl.ac.be/bchi/research/Kwaresmi.htm)
e LIFT (http://www.usablenet.com)

¢ NAUTICUS (http://giove.cnuce.cnr.it/nauticus/nauticus.html)

e WAVE (http://wave.webaim.org)

e WebTango [5]

None of these tools works with a presentational or navigational model taken
from a Web Engineering solution like UWE [6] or OO-H [3]. Furthermore, none
allows interactive “reverse-engineering” of models from existing web pages, or
annotating them with abstract information like the tool prototype we present in
section 5. Looking at the output of the tools, it becomes clear that the lack of
additional, more abstract information about the pages is a problem: Many tools
output messages which tell the user to perform manual checks for some of the
page content.
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3 Automatic Usability Checking Based on Models

The quality of automated usability tool support can be increased significantly by
taking advantage of the models which are available in current Web Engineering
solutions. For instance, UWE and OO-H both feature navigational models which
provide details on the ways the site is intended to be traversed, and presenta-
tional models which define abstract properties of the page layout — for example,
they allow us to assign meaning to parts of the page layout, like “this is adver-
tisement”. Due to space constraints, this section only gives a few examples of
possible improvements.

3.1 Presentational Aspects

Standard Page Layout. With a model which describes the different page
areas, we can check whether the page design follows one out of a number of
de-facto standards, for example “three columns with header, site name at top,
navigation at left, advertisement at right”. Related to this, it is possible to check
whether the layout of content is consistent across all pages.

Liquid Layout. Using the model, we can easily say which part of the page has
the main content. Consequently, the rule that a page’s width should adjust to
the browser window width can be made more accurate: It is desirable that the
main content’s width increase with the browser window width.

Essential Content. Finally, a tool can alert the user if page areas with certain
content are missing. Content which should normally be present on every page
includes the page creator’s identity, a “last changed” note and a link to the
site’s entry page. Additionally, a complex site’s main page will benefit from the
presence of a search facility, a “news”-style list of recently updated site content,
and other similar items.

3.2 Navigational and Functional Aspects

Navigation Paths. A model-based tool can analyse the possible navigation
paths of the site in a variety of ways. For instance, the click distance between
arbitrary pages can be calculated. The web developer can subsequently specify
e.g. “there should only be 3 clicks from the product view to the final ‘thank you
for buying’ message”.

Interaction Patterns. The models of current Web Engineering solutions fea-
ture support for certain patterns, such as a “guided tour”, i.e. a series of pages
connected with “previous” and “next” buttons. It is possible to offer tool sup-
port for automatic recognition of such patterns, e.g. by looking for sequential
steps in the model’s activity diagrams. This way, it is ensured that typical ways
of interacting with a site use appropriate, established interaction patterns.

Intended Audience. The model for a website could specify properties of the
site’s intended audience. For instance, the audience can be assigned a “literacy”
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value, ranging from “children” to “academic person”. An automated check can
subsequently warn about site content which exceeds the target audience’s vocab-
ulary. Another example is the audience’s type of Internet access — if it is slow,
the pages must not contain too many large graphics.

4 Extending Web Engineering Models

If attributes related to usability are included in the Web Engineering models,
this will allow tools to increase usability automatically or to warn the developer
when certain guidelines are violated. We recommend that the following selection
of attributes be included in Web Engineering models:

¢ Timing

e Overall contact time of a user with the site?

¢ Contact time per visit?

e How long will the user need for the main tasks?

e What is the maximum time for delivery of a page?
e Purpose of the site

e What is the main objective of the web site?

¢ What information and navigation complexity is desired?

¢ Is the page mainly sensational, educational, or informational?
e Target group, anticipated user

e What is the main user group?

e Age distribution of the anticipated users.

e Computer related skill level of potential users?

e What infrastructure (e.g. computer type, connection speed) do potential

users have?

Timing, site purpose and target group are central to many of the usability
issues raised. The concrete attributes in these categories may vary depending on
the models and Web Engineering system.

5 Prototype of a Model-Based Usability Validator

The implemented prototype of a model-based usability validator demonstrates
some of the ideas presented in this paper. The most obvious difference from
other validators is that the input to the program does not solely consist of a web
page (or its URL), but that additional information about the page needs to be
provided.

Like the majority of the other available validators, the tool is a server-side
program with a web interface. The tool illustrates two concepts: The reverse-
engineering of a (simplified) presentation model from a finished web page, and
automated usability validation using that page model.

After the user has supplied the URL of a web page, she or he is presented
with a version of the page with some added controls (shown in figure 1). These
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Fig. 1. Selection of a page area (highlighted) and classification as “main content” using
the prototype usability validation tool

controls allow the selection of regions of the page layout if it is based on HTML
tables. Having selected a region, the user can assign a content type to it, for
instance “main content”, “navigation” or “advertising”. After some or all parts
of the page have been annotated, the tool can perform a number of tests and
output a result screen which alerts the user to problems with the web page.

6 Discussion and Conclusion

How Usability Can Benefit from Web Engineering. It may be argued
that automatic checks are not equivalent to what a suitably trained expert could
achieve. Replacing the usability expert in the process is not the aim of our re-
search. However, we believe that the addition of “usability support” to Web
Engineering solutions would lead to improved usability for websites because oth-
erwise, in practice no measures which improve usability would be employed.

Today, general interest by web developers in usability is not as high as it
should be. However, if the tools used by a developer “get it right” by default
and require specific actions to override these defaults, the quality of the results
will be significantly enhanced — an effect which has already been observed with
GUI editors.

With support built into the tools, the resulting web pages are consistent by
default, and the automatic checks inherent in the process provide feedback about
usability-related problems, with only little extra effort by the developer.

How Web Engineering Can Benefit from Usability Methods. For the
architects of Web Engineering solutions, the models are one of the most impor-
tant aspects in their work: On one hand, the more properties the models define
for web pages and entire websites, the more powerful the respective tool support
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can be. On the other hand, more detailed models also result in more work for
the web developer who needs to create them. It tends to be difficult to find the
right balance between automatability and simple modelling.

With our work, we hope to provide a basis for further enhancements to
Web Engineering tools and models. We show that additional information in the
models will lead to better usability in the final website. This way, we hope that
this paper will assist Web Engineering architects in deciding where extensions
to their models make sense.

All in all, the bar for Web Engineering is raised not only to allow the creation
of functional websites, but also the creation of easy-to-use ones.

Further Work. In our current and future work, we concentrate on tool support
for improving usability in the context of Web Engineering, and investigate how
a user centred design process can be combined with a Web Engineering process.
This includes extensions to models and requires new steps in the development
process. This paper is only one of the first steps in this direction; apart from
implementing prototypes for model-supported usability validation, it must be
evaluated in practice whether the proposed solutions result in better usability.
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Abstract. A common challenge faced by many software and Web organizations
is to have sound specifications of metrics and indicators metadata, and a clear
establishment of measurement and evaluation frameworks and programs. In ad-
dition, organizations can succeed in this endeavour if resulting measurements
and evaluations are tailored to their information needs for specific purposes,
contexts, and user viewpoints. In previous works an ontology for software met-
rics and indicators was specified based as much as possible on the concepts of
specific ISO standards. In this paper, we discuss a measurement and evaluation
framework so-called INCAMI (Information Need, Concept model, Attribute,
Metric and Indicator), which is based on that ontology. We argue this frame-
work can be more robust and well-established than the GQM (Goal-Question-
Metric) paradigm for measurement and evaluation purposes. Finally, an exam-
ple is presented and the strengths and weaknesses of this framework compared
with others are analysed as well.

1 Introduction

Without sound specifications of metrics and indicators metadata, and a clear estab-
lishment of measurement and evaluation frameworks and programs, organization’s
projects are less repeatable and controllable, and therefore more prone to fail. While
many useful approaches for and successful practical examples of software measure-
ment programs exist, the inability to specify clearly and consistently about measure-
ment and evaluation concepts (i.e. the metadata) hampers unfortunately the progress
of the software and Web engineering as a whole, and hinders their widespread adop-
tion. For instance, the GQM paradigm is a useful, simple, purpose-oriented measure-
ment approach that has been used in different measurement projects and organizations
[1]. However, as Kitchenham et al pointed out [8], GQM is not intended to define
metrics at a level of detail suitable to ensure that they are trustworthy, in particular,
whether or not they are repeatable. Nor is GQM a robust framework for evaluation
purposes as we will discuss later on.

Software and Web organizations introducing a measurement and evaluation pro-
gram need to establish a set of activities and procedures to specify, collect, store, and
use trustworthy metrics and indicators metadata and data. Without appropiate defini-
tions of metrics and indicators it is difficult to ensure measure and indicator values are
repeatable and comparable among projects.

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 42-52, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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In order to bridge this gap, we have built a sound and explicit specification of met-
rics and indicators metadata, i.e., an ontology for this domain. Thus, the main domain
concepts, properties, relationships, and axioms were explicitally specified [9, 12]. The
sources of knowledge for the ontology stemmed from our own experience backed up
by previous works about metrics and evaluation processes and methods [11], from
different software-related ISO standards [4, 5, 7], and recognized research articles and
books [2, 8, 14], among others.

In this paper, we discuss an organization-oriented measurement and evaluation
framework so-called INCAMI — that stands for Information Need, Concept model,
Attribute, Metric and Indicator. The metrics and indicators ontology and the catalog-
ing system [10] are the rationale for our INCAMI framework. It is made up of four
main components, namely: The measurement and evaluation project definition itself;
the nonfunctional requirements definition and specification; the measurement design
and execution, and; the evaluation design and execution. In addition, the present work
also aims to bring the attention about the usefulness of this framework and strategy as
well as to introduce why INCAMI can be a more robust and engineered framework
than others. INCAMI_Tool, which is a prototype tool to support this framework,
allows saving consistently not only metadata of metrics and indicators but also meas-
ure and indicator values for specific measurement and evaluation projects. Inter and
intra-project analyses and comparisons can be now performed in a consistent way.

The rest of this article proceeds as follows. In Section 2, we discuss the main
components of the INCAMI framework. In Section 3, a quality in use example for an
e-learning application as proof of concepts is presented. In Section 4, related works
and the strengths and weaknesses of the INCAMI framework compared with others
are analysed as well. Finally, concluding remarks are drawn.

2 Framework for Measuring and Evaluating Information Needs

The approach behind the INCAMI framework is based upon the assumption that for
an organization to measure and evaluate in a purpose-oriented way it must first spec-
ify the information need for a measurement and evaluation project, then it must de-
sign and select the specific set of useful metrics for measurement purposes, and lastly
interpret the metrics values by means of contextual indicators with the aim of evaluat-
ing the degree the stated information need has been achieved. The strength of
INCAMI resides in which not only permit recording the metrics and indicators values
but also the metrics and indicators metadata (and related project metadata) in order to
allow drawing consistent and traceable analyses, conclusions, and recommendations.

The conceptual framework is made up of four main components, namely: The non-
functional requirements definition and specification; the measurement design and
execution; the evaluation design and execution, and; the measurement and evaluation
project definition itself. Each component is supported by many of the ontological
concepts, properties, and relationships defined in [9, 12]. For instance, in the afore-
mentioned requirement definition component, concepts such as Information Need,
Calculable Concept, Concept Model, Entity, Entity Category, and Attribute intervene.
Some other concepts were added to the INCAMI_Tool for design and implementation
reasons. In the sequel, the first three components are illustrated.
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2.1 Information Need, Concept Model, and Attributes

For the non-functional requirement specification component (i.e., the
INCAMI.requirement package), key concepts such as Information Need, Calculable
Concept, Concept Model, and Attribute, among others, intervene as shown in Fig. 1.
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Fig. 1. Key concepts and relationships that intervene in the INCAMI.requirement package for
the definition and specification of non-functional requirements

First of all, the Information Need for a measurement and evaluation Project must
be agreed. Information need is defined as the insight necessary to manage objectives,
goals, risks, and problems [9]. Usually, information needs come from two organiza-
tional/project sources: goals that decision-makers seek to achieve, or obstacles that
hinder reaching the goals — e.g. obstacles involve basically risks and problems. The
InformationNeed class has three properties (i.e. the purpose, the user viewpoint, and
the contextDescription), and two main relationships with the CalcuableConcept and
the EntityCategory classes respectively (as seen in Fig. 1).

A calculable concept can be defined as an abstract relationship between attributes
of entities’ categories and information needs [9]; in fact, quality, quality in use, cost,
etc. are instances of a calculable concept. For instance, a common practice is to assess
quality by means of the quantification of lower abstraction concepts such as attributes
of entities’ categories. The attribute can be shortly defined as a measurable property
of an entity category (e.g. categories of entities of interest to Software and Web Engi-
neering are resource, process, product, product in use, service, and project as a
whole). An entity category may have many attributes, though only some of them may
be useful to a given measurement and evaluation project’s purpose.

To illustrate the above concepts let us consider the following example that will be
expanded in section 3. A basic information need for an organization’s project within a
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quality assurance program may be “understand the quality in use of the X e-learning
application that supports courses tasks for pre-enrolled students”. Therefore, given
the entity category (i.e., an e-learning application, which its superCategory is a prod-
uct) it allows evaluators to specify an information need, that is to say, the purpose (i.e.
understand), the user viewpoint (i.e. a novice student), in a given context of use (e.g.
as support to a math preparatory course for pre-enrolled students, the software is in-
stalled in the Engineering School server with known bandwidth constraints), with the
focus on a calculable concept (quality in use) and subconcepts (effectiveness, produc-
tivity, and satisfaction), which can be represented by a concept model (e.g. the ISO
quality-in-use model [5]) and associated attributes as shown in Fig. 2.

1.Quality in Use
1.1. Effectiveness
1.1.1. Task Effectiveness (TE)
1.1.2. Task Completeness (TC)
1.2. Productivity
1.2.1. Efficiency related to Task Effectiveness (ETE)
1.2.2. Efficiency related to Task Completeness (ETC)
1.3. Satisfaction

Fig. 2. Specifying an instance of the Quality in Use model.

In summary, the INCAMI.requirement package allows the definition and specifica-
tion of non-functional requirements in a sound and well-established way. Its underly-
ing strategy is organization and purpose-oriented by information needs; evaluator-
driven by domain experts, and; concept model-centred where the concept model type
can be whether a standard-based model, an organization own-defined model, or a
mixture of both. The INCAMI_Tool currently implements concept models in the form
of requirement trees. In addition to save the measurement and evaluation project data
and metadata, it also allows importing partially or totally a previously-edited require-
ment tree for a new project.

2.2 Metrics and Measurement

For the measurement design and execution component (i.e., the INCAMI.measure-
ment package in the framework) purposeful metrics should be selected. In general,
each attribute can be quantified by one or more metrics, but in practice just one metric
should be selected for each attribute of the requirement tree, given a specific meas-
urement project.

The Metric contains the definition of the selected Measurement and/or Calculation
Method and Scale. For instance, the measurement method is defined as the particular
logical sequence of operations and possible heuristics specified for allowing the reali-
sation of a metric description by a measurement; while the scale is defined as a set of
values with defined properties [9]. Therefore, the metric m represents a mapping m:
A-> X, where A is an empirical attribute of an entity category (the empirical world), X
the variable to which categorical or numerical values can be assigned (the formal
world), and the arrow denotes a mapping.

In order to perform this mapping a sound and precise measurement activity defini-
tion is needed by specifying explicitly the metric’s method and scale (see Fig. 3). We
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Fig. 3. Key terms and relationships that intervene in the INCAMI.measurement package for the
definition of metric and measurement concepts

can apply an objective or subjective measurement method for Direct Metrics; con-
versely, we can perform a calculation method for Indirect Metrics, that is, when a
formula intervenes. A direct metric is defined as a metric of an attribute that does not
depend upon a metric of any other attribute [9].

To illustrate the above concepts, let’s consider an attribute of the effectiveness
characteristic from Fig. 2. Effectiveness assesses whether the tasks performed by
users achieve specified goals with accuracy and completeness in a specified context
of use [5]. Particularly, for the Task Completeness attribute, we can design a metric
that specifies what proportion of the tasks is completed by a given user. The indirect
metric’s name is Task Completeness Ratio; the formula is TCR= #CT / #PT, where
#CT is the number of completed tasks, and #PT is the number of proposed tasks [6].
The scale type of the indirect metric is ratio represented by a numerical scale with a
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real value type. The unit description is completed tasks per proposed tasks by a user.
In the formula intervenes two direct metrics with objective measurement methods (we
further can specify thoroughly the metadata for each direct metric).

Once the metric was defined and selected, we can perform the measurement proc-
ess, i.e., the activity that uses a metric definition in order to produce a measure’s
value. Measurement class allows to record the date/time stamp, the owner information
in charge of the measurement activity, and the actual or estimated yielded value.

However, because the value of a particular metric will not represent the elementary
requirement’s satisfaction level, we need to define a new mapping that will produce
an elementary indicator value. One fact worth mentioning is that the selected metrics
are useful for a measurement process as long as the selected indicators are useful for
an evaluation process.

2.3 Indicators and Evaluation

For the evaluation design and execution component (i.e., the INCAMI. evaluation
package) contextual indicators should be selected. Indicators are ultimately the foun-
dation for interpretation of information needs and decision-making. There are two
types of indicators: Elementary and Global Indicators (see Fig. 4).

In [9] the indicator term is stated as “the defined calculation method and scale in
addition to the model and decision criteria in order to provide an estimate or evalua-
tion of a calculable concept with respect to defined information needs”. Particularly,
we define an elementary indicator as that which does not depend upon other indica-
tors to evaluate or estimate a concept at lower level of abstraction (i.e., for associated
attributes to a concept model). On the other side, we define a partial or global indica-
tor as that which is derived from other indicators to evaluate or estimate a concept at
higher level of abstraction (i.e., for subconcepts and concepts). Therefore, the elemen-
tary indicator represents a new mapping coming from the interpretation of the met-
ric’s value of an attribute (the formal world) into the new variable to which categori-
cal or numerical values can be assigned (the new formal world). In order to perform
this mapping, an Elementary and Global Model and Decision Criteria for a specific
user information need must be considered.

Thus, an elementary indicator for each attribute of the concept model can be de-
fined. For instance, to the 1.1.2 attribute in Fig. 2, the name of the elementary indica-
tor can be Task Completeness Performance Level (TC_PL). The specification of the
elementary model can look like this:

TC_PL = 100% if TCR = 1; TC_PL = 0% if TCR <= X ;», where X ., is some
agreed lower threshold as 0.45; otherwise TC_PL = TCR * 100 if X ,;, < TCR < 1

The decision criteria that a model of an indicator may have are the agreed accept-
ability levels in a given scale; for instance, it is unsatisfactory if the range is 0 to 45
percent; marginal, if it is greater than 45 and less or equal than 70; otherwise, satis-
factory. Notice that a score within a marginal range indicates a need for improvement
actions. An unsatisfactory rating means change actions must take high priority.

Regarding partial and global indicators, an aggregation and scoring model and de-
cision criteria must be selected. The quantitative aggregation and scoring models aim
at making the evaluation process well structured, objective, and comprehensible to
evaluators. For example, if our procedure is based on a linear additive scoring model,
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Fig. 4. Key terms and relationships that intervene in the INCAMI.evaluation package for the
definition of indicators and evaluation concepts

the aggregation and computing of partial/global indicators (P/GI), considering rela-
tives weights (W) is based on the following formula:

P/GI= (W, EI, + W, EL+ ... + W,, El,,)); 1)
such that if the elementary indicator (EI) is in the percentage scale the following
holds:

0 <=EI; <= 100; and the sum of weights for an aggregation block must fulfil,

Wi+Wo+ ..+W)=1; if W;>0;toi=1..m;
where m is the number of subconcepts at the same level in the tree aggregation block.

The basic arithmetic aggregation operator for inputs is the plus (+) connector. We
can not use Eq. 1 to model input simultaneity or replaceability, among other limita-
tions (see [11, 13] for a broader discussion).
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Therefore, once we have selected a scoring model, the aggregation process follows
the hierarchical structure as defined in the quality in use requirement tree (Fig 2),
from bottom to top. Applying a stepwise aggregation mechanism, we obtain a global
schema. This model let’s compute partial and global indicators in the execution stage.
The quality-in-use global indicator’s value ultimately represents the global degree of
satisfaction in meeting the stated requirements for a user viewpoint.

3 A Quality in Use Example for an e-Learning Application

Quality in use is the combined effect of the internal and external quality subconcepts
(e.g., usability, functionality, reliability, and efficiency characteristics [5]) for the end
user. It can be measured and evaluated by the extent to which specified users can
achieve specified goals with effectiveness, productivity, safety, and satisfaction in
specified contexts of use. When designing and documenting quality in use require-
ment, measurement and evaluation processes, at least the following information is
needed:

a) Descriptions of the components of the context of use including user type, equip-
ment, environment, and application tasks (i.e., tasks are the steps or sub-goals un-
dertaken to reach an intended goal by a user group type), and;

b) Quality in use metrics and indicators for the intended purpose and information
need.

The INCAMI_Tool allows recording all this information.

Notice that one important difference between evaluating external quality and
evaluating quality in use is that the former generally involves no real users but rather
experts as long as the latter always involves real end users. It is unthinkable to con-
duct a task testing in a real context of use without the end user participation [13].

Recently, we have conducted an e-learning case study from the quality in use per-
spective. The information need was established in section 2.1 in addition to the re-
quirement tree shown in Fig. 2. Given the “QOplus Virtual Campus” Web application
(www.gplus.com.ar/productos.htm), which since 2003 is being employed as support
to a math preparatory course in the Engineering School, four tasks and six pre-
enrolled students were chosen for testing purpose. Experimental design issues were
considered as well, such as randomisation of the user list, among other issues.

On the other hand, in the design of the measurement process, for each attribute of
the requirement tree a metric was selected. In section 2.2, the Task Completeness
Ratio metric for the Task Completeness attribute was illustrated. This indirect metric
specifies what proportion of the proposed tasks is fully completed by a given user.
The final metric we used is the average for the six selected users; similar considera-
tions were taken into account for designing almost all the other metrics. The excep-
tion was to the Satisfaction concept. For this, we designed a closed questionnaire with
subcategories (as for example content, navigation, aesthetics, functions, etc), where
items and scales were considered. The questionnaire’s items were designed to repre-
sent attributes. Thus, we considered a direct metric for each item, and then we speci-
fied a formula to compute the indirect metric value; this formula computes the whole
score for a questionnaire complete response (this procedure will be discussed in a
follow-up article).
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Lastly, in the design of the evaluation process, for each leaf of the requirement tree
an elementary indicator is selected; it interprets the metric’s value of the attribute.

In section 2.3, we illustrated the specification of the Task Completeness Perform-
ance Level elementary indicator (Table 1 shows the final indicators values both to
elementary and partial/global ones). Likewise in other case studies [11, 13], we used a
weighted, non-linear, multi-criteria scoring model for the aggregation and enactment
processes.

Table 1. Global, partial and elementary indicators’ values to the quality in use case study

Code | Global/Partial Elementary Indicator Name Weight | Actual
Indicator Name Value
1. Quality in Use Level 57.43
1.1 Effectiveness Level 0.33 59.67
1.1.1 Task Effectiveness Performance Level 0.5 54.17
1.1.2 Task Completeness Performance Level 0.5 65.58
1.2 Productivity Level 0.33 51.87
1.2.1 Efficiency Level related to Task Effectiveness 0.5 49.76
1.2.2 Efficiency Level related to Task Completeness 0.5 54.04
1.3 Satisfaction Level 0.33 87.08
1.3.1 Calculated Satisfaction Level 1 87.08

As a final remark, when the execution of the measurement and evaluation activities
were performed for a given project, decision-makers can analyse the results and draw
conclusions and recommendations with regard to the established information need.
For instance, the global indicator value for the quality-in-use study (see Table 1) fell
into the marginal acceptability level (i.e., a 57.43 percent of the whole requirements
has been reached); this outcome means that improvement actions need to be planned.
Lastly, the INCAMI_Tool allows saving consistently not only metadata for require-
ments, metrics and indicators but also actual or estimated values for specific projects.

4 Discussion and Related Works

To make quality assurance a useful support process to software and Web development
and maintenance projects, organizations must have sound specifications of metrics
and indicators metadata associated consistently to data sets, as well as a clear estab-
lishment of measurement and evaluation frameworks and programs. In addition, or-
ganizations will not willingly waste their resources if resulting measurements and
evaluations are not tailored to their information needs for specific purposes, contexts,
and user viewpoints.

The proposed INCAMI approach is based upon the assumption that, for an organi-
zation to measure and evaluate in a purpose-oriented way it must first specify non-
functional requirements starting from information needs, then it must design and se-
lect the specific set of useful metrics for measurement purpose, and lastly interpret the
metrics values by means of contextual indicators with the aim of evaluating or esti-
mating the degree the stated requirements have been met. The INCAMI’s strength
resides in which not only allow recording actual or estimated values for metrics and
indicators but also recording associated metadata. In this way, consistent and trace-
able analyses, conclusions, and recommendations can be drawn.
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However, contrary to our approach that is based on an ontological conceptualisa-
tion of metrics and indicators, GQM [1] lacks this conceptual base so that it could not
assure that measure values (and the associated metadata like scale, unit, measurement
method, and so forth) are trustworthy and consistent for ulterior analysis among pro-
jects. Besides, GQM lacks specific concepts for evaluation in order to interpret meas-
ures. For instance, elementary and global indicators and related terms are essential for
evaluation as shown above. The interpretation of measures is a weak point in GQM.
Conversely, GQM is more flexible that INCAMI in the sense that it is not always
necessary to have a concept model specification in order to perform a measurement
project.

On the other hand, it is worthy of mention the efforts carried out by Kitchenham et
al. [8] in the definition of a conceptual framework and infrastructure (based on the ER
model) to specify entities, attributes and relationships for measuring and instantiating
projects, with the purpose of analysing metrics and datasets in a consistent way. This
last framework is the closest one to our research, which we tried to strengthen not
only from the conceptual modeling point of view (using O-O approaches), but also
from the ontological point of view including a broader set of concepts. Particularly,
we deal with evaluation concepts that Kitchenham ez al. did not.

Finally, it is also worthy of mention that there are a pair of useful ISO standards re-
lated to software measurement [7], and evaluation processes [4]. The primary aim of
these standards was to reach a consensus about the issued models and processes;
however, they do not constitute themselves a formal nor a semiformal ontology.
Moreover, in [12] we highlighted some lack of consensus about the used terminology
among these ISO documents. Despite this, in [7] there is a basic measurement infor-
mation model that was also useful as a source of knowledge for our approach.

5 Concluding Remarks

Developing successful Web sites and applications with economic and quality issues in
mind requires broader perspectives and the incorporation of a number of principles,
models and methods from diverse disciplines. Web Engineering has a very short his-
tory compared with other engineering disciplines, but is rapidly evolving [3]. Like
any other engineering science, Web Engineering is concerned with the establishment
and use of sound scientific, engineering and management principles, and disciplined
and systematic approaches to the successful development, deployment, maintenance
and evolution of Web sites and applications within budgetary, calendar, and quality
constraints. The measurement and evaluation framework discussed here can contrib-
ute by making a humble progress to the state of the art of Software and Web Engi-
neering quality assurance processes and tools.

As a matter of fact, the INCAMI framework has also its roots in our previous
researches such as the Web Quality Evaluation Methodology (WebQEM) [12], and
the ontology of metrics and indicators. The underlying conceptual ground of
WebQEM is now materialized by the INCAMI framework in a systematic and
rigorous way. WebQEM has been used in different case studies [12, 13], and in some
industrial Web quality evaluation processes.

Due to the importance of managing the acquired organizational knowledge during
quality assurance projects, a semantic infrastructure that embraces organizational
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memory is being considered. This can be integrated to the INAMI_Tool and
framework, regarding that ontologies and Semantic Web are enabling technologies for
our current research aim.

Finally, architectural and navigational design aspects of the Web-based
INCAMI_Tool will be illustrated in a follow-up manuscript.
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Abstract. This paper investigates one of the existing methods for measuring
usability — Logic Scoring Preference (LSP), and discusses the results of two
formal experiments carried out to assess the extent to which LSP embodies the
subjective perception of users in regards to Web usability. The two experiments
used Computer Science students as experimental subjects. Our results suggest
that scores obtained via LSP are significantly different from scores obtained via
subjective opinion. In addition, we obtained contradictory results when
investigating the consistency of LSP scores across subjects.

Introduction

There are many reasons for why usability should be considered in a software devel-
opment process [4]:

Ensuring that the product best suits its target users will make it the product of
choice among competitors.

Having a superior product can justify a slightly higher price, since people would
not mind paying more for a product that they trust.

e More money can be made through the ability to sell a product that is easier to use

Even if the end users are not customers, but employees, a more usable product
increases productivity among workers.

A more intuitive product would also mean that less time is spent learning how to
perform a new task. Better productivity means more work is done, and therefore
usability saves time, which in turn saves money.

A formal usability test provides evidence that the product is not defective and
lives up to expectations. This can be important for lawful purposes.

Besides monetary gains, a more usable product contributes to better quality result-
ing in a better relationship between developers and consumers, which in turn
ensures patronage.

In addition, a usable product gives comfort to the user, making them less stressed
and allowing them to enjoy using the software, even if the product is not meant for
entertainment purposes.

There are several methods proposed in the literature that can be employed for as-

sessing usability [4]. One such method, which is the focus of this research, is Feature
Analysis. This method encompasses the evaluation of an application by considering
key features, their importance and their effect on usability. This is generally accom-
plished using some score calculation. Such method is useful not only for measuring

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 53-62, 2005.
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usability and for comparison with other systems, but also to provide detailed results
indicating which areas or features need further improvement.

Feature analysis within a Web engineering context was first used by Olsina and
Rossi [6]. They propose a Website quality evaluation method (WebQEM), which uses
a feature analysis technique to calculate a score that measures the quality of a Web-
site. The feature analysis technique employed is called Logic Scoring Preference
(LSP), and will be detailed in Section 2. WebQEM bases its feature list on the ISO
9126 quality model [5], with the highest-level features as Usability, Functionality,
Reliability, and Efficiency.

Unlike Olsina and Rossi [6], this research focuses only on a subset of Web quality
measurement, that is, Web usability measurement. We conducted two formal experi-
ments to investigate the following:

e To what extent the LSP method captures the subjective views of users regarding
Web usability.

e To what extent the usability scores obtained using LSP are consistent across sub-
jects with similar experience using the Web, for the same Website.

The results obtained from both experiments did find a significant difference be-
tween the scores obtained using LSP and those based on subjective opinion. However,
we obtained contradictory results when investigating the consistency of LSP scores
across subjects.

The remainder of this paper is organised as follows: Sect. 2 introduces the LSP
method. Sect. 3 presents our research method and the hypotheses we investigated. The
data analysis is described in Sect. 4, followed by a summary and discussion of the
results in Sect. 5. Finally, our conclusions and comments on future work are presented
in Sect. 6.

2 Logic Scoring Preference

The Logic Scoring Preference method, or LSP, was proposed in 1996 by Dujmovic,
who used it to evaluate and select complex hardware and software systems. The pur-
pose of LSP is to evaluate features quantitatively (by means of logic scoring) for the
comparison of different entities (e.g. software systems, applications) [1],[2],[3].

In LSP, the features are decomposed into aggregation blocks. This decomposition
continues within each block until all the lowest level features are directly measurable.
This is illustrated in Fig. 1:

[ Usability /]/—\ Aggregation

_[ / Effectiveness \ J
A
\ Subfeaturel
}I Suhfeaturel;l>
—~—
_[ \ Efficiency / ]
—[ Satisfactign” ]

Fig. 1. Aggregation Blocks
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Thus, a tree of decomposed features at one level will have a number of aggregation
blocks, each resulting in a higher-level feature going up the tree right through to the
highest-level features (see Fig. 1).

Next, for each feature, an elementary criterion is defined. For this, the elementary
preference E; needs to be determined by calculating a percentage from the feature
score X;. This relationship is represented in the following equation:

E; =G (X)) (1

Where E is the elementary preference.

G is the function for calculating E.

X is the score of a feature.

i is the number of a particular feature.

One way to evaluate the elementary criterion is by use of a preference scale. In this
scale, a cut-off point needs to be defined on either side of the scale. For example a
scale related to response time may use as cut-off points a response time of 1 second or
less for a score of 100%, and 6 seconds or over for a score of 0% [3].

The elementary preferences for each measurable feature in one aggregation block
are used to calculate the preference score of the higher feature. This in turn is used
with the preferences scores of an even higher feature, continuing right up until a
global preference is reached. The global preference is defined as:

E=L(E, ...,E) 2)

Where E is the global preference.

L is the function for evaluating E.

E, is the elementary preference of feature n.

n is the number of features in the aggregation block.

The function L yields an output preference e, for the global preference E, or any
subfeature E;. Its formula is:

eo=(WE/ + ...+ WEHN" W;+...+ W, =1 3)

Where e, is the output preference.

W is the weight of the particular feature.

E is the elementary preference of a feature.

k is the number of features in the aggregation block.

r is a conjunctive/disjunctive coefficient of the aggregation block.

For each E; a weight W is defined for the corresponding feature. The weight is a
fraction of 1 and signifies the importance of a particular feature within the aggrega-
tion block.

To illustrate the use of LSP we provide an example [3]:

Assuming an aggregation block consisting of 3 inputs, x, y, and z. Their weights
are 0.5, 0.3, and 0.2 respectively, and their elementary scores are 0.7, 0.9, and 0.6
respectively.

The chosen conjunction value for this aggregation block is C-+, with which the r-
value is -0.208. For details on how the r-values are calculated please refer to [2],[3].

The equation is therefore:

(0.5%0.7°2% + 0.3%0.97°2% + 0.2x0.620%) (10208 = ( 730255 (4)
The parent feature of this aggregation block now has the score of 0.730255, which

will be used for evaluating the score of the aggregation block in which the parent
feature belongs to.
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The r coefficient represents the degree of simultaneity for a group of features
within an aggregation block. This is described in terms of conjunction and disjunc-
tion. Conjunction refers to how desirable it is that the features within an aggregation
block should exist together, while disjunction is the antonym of conjunction. The
formula for e, represents certain types of mathematical means when certain values for
r are used. For example, when r=1, the formula is the same as that of a regular arith-
metic mean, and when r=2 the formula yields the square mean. The other two means
mentioned are the geometric and harmonic means. Dujmovic presents 20 such func-
tions [3] and an abridged list of 9 generalised functions [2].

3 Research Method and Hypotheses

The overall research question in our study was to assess the usefulness of using LSP
for Web usability measurement. To address this question we have compared LSP
scores to scores obtained from subject opinion, and also looked specifically at how
similar LSP scores were from one another, given the same Website and users with
similar experience.

We refined our research question in two null hypotheses, which are as follows:

Hao — The usability scores obtained using LSP for the same Website are similar
across subjects with similar experience in using the Web.

Hgo— Usability scores obtained using LSP are not significantly different from usabil-
ity scores obtained via subjective opinion for the same Website, for subjects with
similar experience in using the Web.

Our alternative hypotheses, i.e., what we expected to occur, were then stated as:

Ha; — The usability scores obtained using LSP for the same Website are not consistent
across subjects with similar experience in using the Web.

Hg, — Usability scores obtained using LSP are significantly different from usability
scores obtained via subjective opinion for the same Website, for subjects with similar
experience in using the Web.

The dependent variable in both experiments was the final score given to a Website.
The independent variables were: subjects’ experience in usability assessment and
usability measurement technique (LSP or subjective opinion).

There were also several confounding factors that we had to take into account, some
of which we were able to control, which were as follows:

Subjects’ understanding of the method

Subjects’ computing skills level

Subjects’ previous experience using the Web

Subjects’ understanding of English

Type of Website (e.g. e-commerce, academic)

Server load

Internet speed

Environment, Location

Time, instance, date of evaluation

Computers used (e.g. processor speed, display unit, input methods)
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A confounding factor is a variable that can hide a genuine association or incor-
rectly suggest the existence of an association between variables. If not taken into
account, confounding factors can bias the results of a study.

Except for ‘type of website’, we were able to control on both experiments all the
confounding factors we identified. Table 1 provides details on the methods used to
control the confounding variables.

We had planned to use a single type of Website in both experiments to control one
of the confounding factors (Type of Website). Our choice was to use a Website of a
New Zealand tertiary Institution (Otago University). Unfortunately, due to technical
problems beyond our control, we had to use the University of Auckland’s Website on
our first experiment, since this was the only website we had access to since we were
restricted to access only our intranet. Further discussion on this issue is provided in
Section 5.

In terms of both experiments’ design, we used a one-factor, two-treatment design.
The factor was represented by subjects’ previous experience using the Web. The two
treatments were the two usability assessment techniques: LSP versus subjective opin-
ion. It was not possible to have a control object in any of our experiments since we
did not have a real ‘placebo’ treatment, similar to what is used in medical experi-
ments. A control represents ‘absense of’, however even a subjective opinion still af-
fects the outcome, which is the final website score. Our experimental objects were the
Websites assessed, and the experimental subjects were the students who volunteered
to participate.

For each of the experiments data was gathered using two questionnaires, one for
LSP and another for subjective assessment. The LSP questionnaire was organised in
three parts, as follows:

e Part I asked subjects about the relationship between features. These features are
the same as the usability features suggested in [6]. Information received from the
first part includes features’ weights, and their simultaneity between groups.

e Part II asked subjects to identify upper and lower thresholds for each feature.
These would identify cut-off points for each feature, which represent acceptable
and unacceptable values.

e Part III asked subjects to evaluate a given website based on the measurable fea-
tures from the first two parts, using the scales that they have defined in part two.

The subjective assessment questionnaire asked subjects to rate a given website’s
usability using a 100-point scale (0% means completely useless; 100% means abso-
lute best).

Both questionnaires were implemented as Web forms and the data was stored on a
relational database. This was done to facilitate data analysis. Two pilot studies were
carried out beforehand to validate these questionnaires and to make sure subjects
would use no more than 20 to 30 minutes to assess the website(s) and fill-out the
questionnaires.

Regarding the size of our samples, we had 10 subjects in our first experiment and
12 in the second. We emailed out invitations to our third-year and postgraduate com-
puter science students and 22 subjects in total volunteered to participate. We are
aware that our samples were self-selected rather than random, however this was the
only way to obtain participants to both experiments.
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Table 1. Confounding factors which were controlled on both experiments

Confounding Factors Method
Subjects’ understanding of the Questionnaires that did not require previous knowledge
method of either LSP or subjective assessment.

Subjects’ computing skill levels Sample included only third-year and postgraduate
computer science students.

Subjects’ previous experience Sample included only third-year and postgraduate
using the Web computer science students.

Subjects’ understanding of Previous to the experiments subjects had to rate
English themselves on their understanding of English. All rated

themselves high, later confirmed by one of the authors.

Server load A single server hosting the questionnaire, single
servers hosting the websites.

Internet speed Internet speed was the same for all computers.

Environment, Location A single laboratory was used

Time, instance, date of All subjects participated in the experiment at the same

evaluation time and place.

Computers used (e.g. processor All computers had the same configuration and speed.

speed, display unit, input

methods)

Both experiments were conducted using the same laboratory, however within a few
weeks from each other. One of the authors managed the execution of both experi-
ments.

4 Data Analysis

All the statistical results were obtained using SPSS v.10.1. Statistical tests were se-
lected based on the type and distribution of the data. Our dependent variable was
measured on a ratio scale however to decide on which test to use we also had to de-
termine if the distribution of scores was normally or non-normally distributed. We
employed the Kolmogorov-Smirnov nonparametric test to test for normality. All sig-
nificance levels were set at 0.05. A significance level is used as a cut-off point to
determine if a null hypothesis should be rejected or not. Generally significance levels
are set at 0.1, 0.05 and 0.01.

Other statistical tests used were the two-independent samples t-test (2-TT) and the
Mann-Whitney test for independent samples (2-MW). Both are used to compare two
independent samples to see if there are significant differences between their values
distribution. If there is then we reject the null hypothesis.

4.1 First Hypothesis — H,,

Our first hypothesis was solely related to the LSP scores obtained. This hypothesis is
as follows:
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Hao — The usability scores obtained using LSP for the same Website are similar
across subjects with similar experience in using the Web.

We employed the Mann-Whitney test to compare the 10 scores obtained from ex-
periment 1 to the sample’s mean of 8.12 (see Fig. 2).

Fig. 2 shows that the both significances were below the 0.05 threshold, indicating
that LSP scores could not come from the same distribution as the mean-based values.
What this means is that LSP scores were not in fact similar across subjects for a given
Website. These results provide evidence to reject the null hypothesis Hyo for experi-
ment 1.

We repeated the same procedure for experiment 2, however this time we used the
two-independent samples t-test to test our hypothesis since the LSP scores were nor-
mally distributed. Here the mean was 10.94 and we had 12 LSP scores.

Fig. 3 shows different results to those shown in Fig. 2, indicating that for experi-
ment 2 LSP scores were similar across subjects for a given Website. These results did
not provide evidence to reject the null hypothesis Hy.

Our first experiment rejected the null hypothesis and our second experiment did
not. The difference between these two experiments, apart from the subjects who vol-
unteered to participate, is the Website evaluated. Experiment 1 used the University of
Auckland’s website, which was already well known to all participants. However ex-
periment 2 used a website from another tertiary Institution, which was unknown to
most participants. We believe that one possible explanation for the largely different
LSP scores for experiment 1 may be a previous opinion towards the Website, which
may have biased the results.

Test Statistics b

LSPEXP1
Mann-Whitney U 20.000
Wilcoxon W 75.000
z -2.515
Asymp. Sig. (2-tailed) .012
Exact Sig. [2*(1-tailed a
S 2 023

a. Not corrected for ties.
b. Grouping Variable: VAR0O0001

Fig. 2. Results for Mann-Whitney U test for Experiment 1 for Hyg

Independent Samples Test

Levene's Test for
Equality of Variances t-test for Equality of Means
95% Confidence
Interval of the
Mean Std. Error Difference
5 Sig. t df Sig. (2-tailed) | Difference | Difference | Lower Upper
BEAZGH IHERERERES [ gy 025 001 22 999 0059 | 7.54079 [15.63269 | 15.64458
assumed
Equal variances
e e .001 11.000 .999 .0059 7.54079 (16.59121 |16.60310

Fig. 3. Results for T-test for Experiment 2 for Hyg

4.2 Second Hypothesis — Hgy

Our second hypothesis was related to the LSP and subjective scores. This hypothesis
is as follows:
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Hpo — Usability scores obtained using LSP are not significantly different from
usability scores obtained via subjective opinion for the same Website, for subjects
with similar experience in using the Web.

To test this hypothesis we had to compare LSP scores to the subjective scores. For
the first experiment we used the Mann-Whitney test to compare the 10 LSP scores to
another 10 subjective scores since LSP scores were not normally distributed (see
Fig. 4).

Fig. 4 shows that the both significances were below the 0.05 threshold, indicating
that LSP scores could not come from the same distribution as the subjective scores.
The subjective scores were in fact much greater than LSP scores. What this result
suggests is that LSP scores were significantly different from subjective scores, thus
providing evidence to reject the null hypothesis Hg, for experiment 1.

We repeated the same procedure for experiment 2, however this time we used the
two-independent samples t-test to test our hypothesis since the LSP and subjective
scores were normally distributed (see Fig. 5).

Test Statistics P

LSPEXP1
Mann-W hitney U 2.000
Wilcoxon W 57.000
z -3.804
Asymp. Sig. (2-tailed) .000
E‘xact Sig. [2*(1-tailed 000 a
Sig.)]

a. Not corrected for ties.
b. Grouping Variable: VAR00001

Fig. 4. Results for Mann-Whitney U test for Experiment 1 for Hg,

Independent Samples Test

Levene's Test for

Equality of Variances t-test for Equality of Means
95% Confidence
Interval of the
Mean Std. Error Difference

F Sig. t df Sig. (2-tailed) | Difference | Difference | Lower Upper

TSRS EEINENENGS [ gy 370 | -8.433 22 000 | -69.9707 | 829699 87.17763 }52.76381
assumed

Edraliaiiagess 8433 | 15437 000 | -69.9707 | 829699 |87.61186 |52.32959

not assumed

Fig. 5. Results for T-test for Experiment 2 for Hg,

Fig. 5 shows similar trends to those shown in Fig. 4, i.e., that LSP scores were sig-
nificantly different from subjective scores. This result also provides evidence to reject
the null hypothesis Hg, for experiment 2.

Both experiments provided evidence to reject the null hypothesis Hgo and to sup-
port the alternative hypothesis Hg;, thus showing that usability scores obtained using
LSP are significantly different from usability scores obtained via subjective opinion
for the same Website, for subjects with similar experience in using the Web.

5 Summary and Discussion of Results

There are three types of validity that may influence the outcomes of an experiment:
internal, external, and construct validity. Internal validity represents to what extent
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conclusions can be drawn about the causal effect of the independent variables on the
dependent variables. Except for type of Website, we have controlled all confounding
factors. In addition, we have assigned subjects to treatments randomly. However. We
are aware that using a website in experiment 1 which was well-known to the partici-
pants may have biased the results we obtained for that experiment. Unfortunately, we
were unable to do anything about that since it was a technical problem that was out-
side our control.

Construct validity represents to what extent the variables precisely measure the
concepts they claim to measure. Usability was measured using final scores from ap-
plying LSP or subjective assessment. However the set of usability features we used to
calculate LSP was a subset of all usability features we had identified. We did not use
the full set otherwise it would take subjects too long to carry out the evaluation, re-
ducing even more our sample sizes.

External validity represents the domain to which a study’s findings can be general-
ised. We used self-selected samples of students that not necessarily are representative
of real users. However this was the only choice we had given the circumstances.

The results obtained for experiments 1 and 2 regarding hypothesis Hao were con-
tradictory. However given that experiment 2 used an unfamiliar website we believe
that results obtained by this experiment be more representative, i.e., LSP scores are
similar given the same website and subjects with similar experiences.

As for Hpy both experiments rejected the null hypothesis, suggesting that the us-
ability scores obtained via LSP do not correspond to users’ subjective perception of
usability. Our results however provide no means of measuring which technique truly
measures the usability of a website. The subjective scores tended to be a lot closer to
the mean, and thus more likely to yield a repeatable result with a smaller range of
values. However, this does not mean that the subjective scores accurately represent
the true usability of the website.

6 Conclusions and Future Work

This paper has presented the results of two formal experiments that investigated Web
usability measurement. Both experiments tested the same hypotheses. The first hy-
potheses tested to what extent LSP scores varied broadly given the same website and
subjects with similar experience. The second hypothesis tested to what extent the
scores obtained using LSP represent the subjective opinion users have regarding the
usability of a website.

Our experiments rejected the second hypothesis, however presented contradictory
results for the first hypothesis. Further replications of this experiment are necessary in
order to validate further our findings. This will be the subject of future work.
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Abstract. Most of the approaches to analyse the Web server logs to capture
user access patterns are heuristic based and affected by the use of proxy servers,
caching and stateless service model of the HTTP protocol. No heuristic has ad-
dressed all of these problems. In this paper, we propose a new heuristic to over-
come this limitation. The heuristic exploits the background knowledge of user
navigational behaviour recorded in the server logs without requiring additional
information through cookies, logins and session ids. The heuristic is evaluated
by analysing the logs of a university Web server that records user ids for admin-
istrative reasons, which allows us to compare it against the concrete knowledge
of user sessions. We also evaluate our heuristic against some of the existing
heuristics. The evaluation has shown very satisfactory result.

1 Introduction

A Web server log explicitly records the browsing behaviour of site visitors and con-
sists of details about file requests to a Web server and the server responses to those
requests. A typical Web server log contains information such as the IP address of the
machine that made the request, the date and time a request was made, the request
method that the client used (GET, POST), the protocol used, the URL of the requested
page, the status code of the response message, the size of the document transferred,
the URL of the referrer page from which the request was initiated and the user agent,
which is the application software used to browse the Web.

A sequence of requests to a server from a single user within a certain time window
is called a user session. The powerful user tracking techniques such as requiring au-
thentication [9], storing cookies [4] or generating session IDs [7] have been used in
capturing the user sessions on the Web. To protect the privacy of users, Web server
logs in general do not record such information unless an application, such as in e-
commerce, requires it. In the absence of explicit knowledge of user identities, most of
the approaches used to capture user sessions through the Web server logs are heuris-
tic. The heuristic strategy only exploits the background knowledge on user naviga-
tional behaviour to assess whether requests registered by the Web server can belong
to the same individual and whether these requests were performed during the same or
subsequent visits of the individual to the site. However, the computations are affected
by the use of one or more proxy servers, caching and stateless service model of the
HTTP protocol [2,6]. None of the several existing heuristics addresses all of these
problems. We propose a new heuristic to overcome these limitations.
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2 Related Works

Cooley et al [2,3] propose four heuristics for the attribution of requests to different
users. We denote them as hl, h2, h3 and h4. Heuristic hl states that each different
user-agent type for an IP address represents a different user. A user-agent identifies
the browser version and the operating system. The rationale here is that a user rarely
employs more than one browser when navigating the Web. Hence, a user session is
defined by aggregating accesses on unique user agents for an IP address. However,
the algorithm ignores the possibility of the accesses representing more than one active
session, for example through multiple browser windows, for a specific user over time.
Heuristic h2 states that If a Web page is requested and this page is not reachable from
previously visited pages, then the request should be attributed to a different user. A
new session is also suspected if the referrer is undefined. A referrer is the URL of the
page the client was on before requesting the current page. The rationale behind this
heuristic is that users generally follow links to reach a page. However, this overlooks
the use of bookmarks or explicit typing of URL to reach pages not connected via links
in which case the referrer is not available. So, this heuristic might misclassify these
accesses as requests from different users. Heuristic h3 states that the duration of a
session must not exceed a pre-specified threshold. The threshold is an upper bound on
the time spent in the site during a visit. Heuristic h4 states that a new session is sus-
pected if the time spent on a page exceeds a pre-specified time threshold. Users who
do not request pages within a certain time limit are assumed to have left the site. Re-
searchers have used some or all of the above heuristics to identify user sessions. In
[8], IP and user agent are used to identify unique users and a time period of 6 hours is
used as an upper bound for a session. In [1], IP addresses are used to identify users
and their consecutive page requests are grouped by using both a session upper bound
and a page upper bound.

3 Issues in Heuristic Based Approaches

The identification of user sessions directly from the server logs using heuristics is also
affected by the use of proxy server(s), caching and statelessness of HTTP protocol.

The process of user session identification is usually performed mostly based on the
IP address [1]. When a user’s browser makes a request, the request is routed through a
proxy at the ISP. The IP address that is then seen at the Web site is the IP address of
the ISP’s proxy, not the user’s machine. Further complicating the matter, the ISP may
have a number of proxies and user requests may go through different proxies. Thus,
requests made by a single user (in a single visit) may have multiple IP addresses and
one [P address may ‘hide’ multiple users.

Web browsers and proxy servers frequently cache the pages that have recently
been accessed and meet the subsequent requests to these pages from the caches. There
are no corresponding log entries for those accesses to the cached pages. Estimating
their effect on capturing user sessions from the server logs is non-trivial.

The HTTP protocol is stateless as every request from the client to the server is
treated independently and information from previous connections to the server is not
maintained for use in future connection [5]. Thus, it does not allow support for estab-
lishing long-term connections between the Web server and the client. Therefore, the



Effectively Capturing User Navigation Paths in the Web Using Web Server Logs 65

requests of a single user are recorded in the server logs nested with the requests of
other users. As such, clustering of server log entries into its sessions is also non- triv-
ial.

4 A New Heuristic

A new heuristic proposed in this paper is a combination of four heuristics. The four
heuristics are termed as H1, H2, H3 and h4. The first three heuristics are the results of
our own analysis of Web server logs and introduced here. The last is the existing
heuristic described in section 2.

H1: Each different user agent for a domain of the IP addresses represents a different
user sessions.

In general, an IP address represents a domain and a server. As described above, an
ISP may have one or more proxy servers but they will all belong to a single domain.
A single IP address may appear in multiple sessions in which case different user
agents identify separate sessions. The heuristic hl described in section 2 is similar to
this and the IP address itself may be used instead of the domain. When multiple IP
addresses appear in a single session but belong to the same ISP, they are assumed to
share the same domain and, again, different user agents identify distinct user sessions.

H2: Let p and q be two consecutive page requests in a session S identified by heuris-
tic HIl. Let also r(q) and ip(q) be the referrer and IP address of q respectively. The
membership of q in S is confirmed if one of the following three conditions is satisfied.
1. If r(q) is equal to r(p) or p, or r(q) was previously invoked within S

2. If v(q) is undefined and q was previously invoked within S

3. If v(q) is undefined and ip(q) does not represent a common proxy server

Otherwise, q belongs to a new session.

Heuristic H1 ensures that pages requested by the same user are not separated into
different sessions provided that s/he uses only one browser and one operating system.
As the market for both browsers and operating systems gets ever more consolidated, it
is highly likely that different users coming behind the same ISP will have the same
user agent. H1 is unable to decipher this situation. Heuristic H2 further checks each
session identified by H1 for the validity of the membership of its entries within itself.

Assuming that users follow hyperlinks to reach a page, each access pair of the re-
ferrer page and the requested page constitute a connected traversal path. That is, if
none of the pages is brought from the cache, r(g) should be equal to p. Otherwise, we
assume that the user must have accessed a cached page connecting p and ¢. These hits
are missed in the server log. But these missing cache hits must have accessed the
server in the recent past. Hence, heuristic H2 does not need the requested page to be
accessible from the page immediately accessed before it to confirm the memberships.

When r(q) is undefined, the heuristic assures the membership of g in the session
depending on whether g was previously invoked or ip(q) does not represent a com-
mon proxy server. Users use bookmarks or type URLSs to request pages in which case
the referrer is undefined. It can be argued that the request page of this type might have
been previously visited in the recent history. A proxy server is said to be common if
numerous overlapping requests from multiple users come behind it. If ip(q) does not
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represent such a common proxy server, it is assumed that q should be part of S as each
of the requests of S carries the same user agent and IP address.

H3: All consecutive requests that are invoked within a small time interval belong to
the same session.

User requests for one URL frequently result in multiple entries in the server logs
representing requests for the hyperlinked elements, such as images, style sheets and
so on. As they are automatically downloaded due to the HTML tags, the time spans
between them is very small and it is possible for a log to reflect an inaccurate ordering
of them that the request for the referrer page follows the requested page. H2 will iden-
tify them into separate user sessions although the user agent and IP address remain the
same. Hence, it is reasonable to group all the consecutive requests invoked within a
small time interval as part of the same session. Two different time thresholds are used
for common and non-common proxy servers as the numerous overlapping requests
can come behind the common proxy servers in very short time intervals.

5 Experimental Environments and Set Up

The Web logs used in this investigation came from the server for a student lab used
exclusively to teach two Internet-related subjects. The students have to create a Web
site each and then learn scripting for both client-side and server-side processing. Each
student is given an id and Web space. The server runs Microsoft Internet Information
Server 5.0 on Windows 2000 advanced server platform. The lab has 20 workstations,
each with a unique, hard-wired IP address. These machines primarily run Windows
2000 professional. Students access the server from the special lab, other labs or from
outside, using either the university dial-up lines or some ISP. The university routes its
traffic through two proxies. The university semester runs for 16 weeks during which
time the students typically complete two assignments, some quizzes and a mini-
project each. The lab has been running for almost seven years. We chose the first
semester of 2003, viz. March-June 2003 that was the latest semester when we
launched our experiments. Approximately 500 students enrolled in the two subjects.
We examined the Web server logs of the entire semester. The server logs are created
daily, starting at 10.00 AM and go on for the next 24 hours and the size of the log
files ranged from over 1 MB to more than 77 MB.

Web server logs, in general, easily reach tens of megabytes per day, which causes
the session identification process to be really slow and inefficient without an initial
cleaning task. The cleaning process employed here performs the following tasks.
First, the log entries referring to images are removed, based on the suffixes such as
gif, jpg, jpeg, and png. Second, log entries with server response codes 4xx and S5xx
are removed since they are client and server errors respectively. Third, robot accesses
in the server logs are removed. Finally, the entries for the system administrator and
tutors who mark the student assignments are eliminated, since we want to analyse
only student sessions. The cleaned data is the base to which the heuristic is applied.

6 Results

The performance of the new heuristic is first evaluated by comparing the number of
sessions produced by it to the ‘exact’ number of sessions, derived from a combination
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of explicit user id and heuristic h4, defined above, to split the students’ activities. This
combination is assumed to be the best approximation for the exact sessions as user id
uniquely identifies every user. The ‘exact’ method is called M1 and the method of
constructing sessions using the new heuristic M2. Then, the new heuristic is com-
pared with two combinations of existing heuristics, (hl, h4) and (hl, h2, h4), simi-
larly. These are called methods M3 and M4 respectively. The time thresholds of 15
minutes and 3 and 16 seconds have been taken as the specified thresholds in h4 and
the new heuristic respectively. Table 1 shows the statistics of sessions produced by
each method and log entries (Hits). The percentages of differences between total ses-
sions identified by M1=19694 and those of M2, M3 and M4 defined by Si=((M1-
Mi)/M1)x100, where i=1,3 are recorded as S1=-11.68, S2=-14.72 and S3=-491.30.
According to Table 1, the new heuristic overestimates the exact method with the
minimum average and percentage difference than the other three methods.

Table 1. Number of Sessions Produced and Statistics

Item Hits M1 M2 M3 M4
[Total 2,201,304.00, 19,694.00  21,995.00] 22,592.00] 116,451.00]
IAverage per day 20,195.45 180.68 201.79 207.27 1,068.36
IMaximum per day 2,73,677.00  1,583.00 1,789.00 1,827.00  15,713.00
IMinimum per day 420.00 5.00] 5.00] 5.00 15.00]

7 Chi-Squared Tests

The chi-squared test is used here to investigate the significance of three methods M2,
M3 and M4 shown on Table 1 to the exact method M1. We take the null hypothesis as
Hy: Two samples are from same distribution and alternative hypothesis as H;: Two
samples are not from same distribution. %* values calculated over 109 observations for
each test method are recorded in Table 2. Of methods M2 and M3, which are not
significantly different to the exact method, M2 gives the smallest x> value (largest P-
value) concluding that the new heuristic best approximates the exact method.

Table 2. Chi-squared Test Results

Control | Test method | d.f | Observed x values |P-value| Significance at 5%
Ml M2 108 68.154 0.999 Insignificant
Ml M3 108 106.076 0.534 Insignificant
Ml M4 108 4144.802 0.001 Significant

8 Conclusions and Further Work

This paper has proposed a new heuristic that can be used to capture user navigation
paths in the Web by exploring Web server logs and reported on the investigation into
the efficiency of it. The investigation has confirmed that the new heuristic outper-
forms the existing heuristics and best approximates the exact method. However, this
analysis is based on the daily logs that start at 10 am, when a good number of students
are already at work. When a student starts his/her session before 10 am and continues
after 10 am, that session is split into two logs. The latter log is short of some initial
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accesses of many users and the referrer heuristic H2 is adversely affected by this. M2
may exhibit lesser deviation than here if we merged all the log files together and ran
the analysis again. Our future work includes the evaluating the heuristic as a user-
oriented log analysis tool.
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Abstract. Fast and reliable development of Web Applications (WA) calls for
methods that address systematic design, and tools that cover all the aspects of
the design process and complement the current implementation technologies. To
ensure the reliability of WA it is important that they be validated and verified at
early design phase. We focus on black-box, automated verification of the UML
design of a WA using Model Checking techniques.

1 Introduction

Web Applications (WA) are a class of software systems that support a wide range of
important activities, ranging from business functions to scientific and medical appli-
cations. The evolution speed of such applications makes Web Engineering a complex
activity whose strategies are still being developed. The development of WA needs both
methods and formalisms that address systematic design, and tools that can cover all the
aspects of the design process and complement the current implementation technologies.
Given the relevance of the activities performed by WA, it is important to ensure their
reliability through a validation and verification process. Particularly, we consider the
design phase and propose a method for checking the correctness of the UML design.

We choose for our purpose the Model Checking method [1] a technique for sound
and complete reasoning about finite-state transition systems, that performs an auto-
mated verification of a system model with respect to its specification. Specifications are
expressed in a logical formalism, generally a logic within a temporal framework.

The main advantage of model checking is that it can be performed automatically
unlike test and other formal methods that need user interaction.

Several verification tools have been developed for system analysis based on different
formal models. In our proposal we use Symbolic Model Verifier (SMV )[ 10].

First of all, we propose a mathematical model of a WA partitioning the usual Kripke
structure into windows, links, pages and actions. Then we specify properties to be
checked in a temporal logic, Computation Tree Logic (CTL). Verification is performed
adapting the SMV model checker to our formalism.

An implemented system embeds a parser to perform the automated parsing of the
XMI output of the UML tool and to automatically build the SMV model to be verified
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with respect to specifications. The remaining of the paper is organized as follows: in
Section 2 we describe the model we propose for web applications and the properties
to be verified. Section 3 describes the evaluation environment and the implemented
system. In the last Section we describe some related works and the conclusion.

2 Proposed Model

The complexity of the hypertextual structure of the Web cannot be modelled using a
simple graph structure in which nodes represent pages and arcs represent hyperlinks. In
fact, the widespread use of frames, while controversial, makes a window be composed
by several pages. Moreover, new implementation technologies such as scripts, servlets,
applets add dynamic properties to web pages. Hence, links can lead to a new window
or start an action inside a dynamic page. It is required a more compact and powerful
model to convey the complexity of the linked page, the hierarchy of windows, the type
of different media linked to web pages, the actions that can be performed.

We propose a mathematical model of a WA based on an extension of the simple
graph generally adopted to model the pages and the links between pages. The main
advantage of the model is that it is also a support for the formal verification of a WA
properties. In previous papers [ 3], [12] we proposed a model for automatic check of
web applications. Here we extend the model with the possibility to represent actions
performed in a page.

More specifically, we propose an extension of the Kripke structure generally used
to convey the semantics of CTL . The model is translated in a proper CTL model. States
in the model are windows, pages, links and actions since a state in the model represents
everything is visible in an observation.

Definition 1. A Web Application Graph (WAG) is a graph G = (N, C') where nodes N
are divided as N = W U PU L U A (Windows, Pages, Links and Actions), such that

1. W, P, L, A are pairwise disjoint, i.,e. WNP =0, WNL=0WNA=0LNP =10
LNA=0PNA=0and

2. arcs connect only windows with pages, pages with links or actions, links with win-
dows and actions with windows, i.e. C C (W x P)U(P x (LUA))U((LUA) xW);

3. Yw € W3p € P: (w,p) € C ”Every window contains at least one page”;

4. Vx € (LUA)Jw € W : (x,w) € C "Every link points to a window and every
action creates a window”.

Definition 2. A navigation path is a sequence wiws . .. w, where V1 <i<n—1
GpePIxe(LUA) :w; —=pAp =z AT — Wiy

Modeling a WAG in CTL Computation Tree Logic can be used to express and
verify properties of the above Web Application Graph, if nodes of the graph are taken
as states and arcs as state transitions. It is sufficient to reserve four propositional letters
w, p, 1, a to distinguish nodes modeling windows, pages, links and actions respectively.
Then a correct translator will assign exactly one letter among w, p, [, a to each state, and
enforce that transitions occur only from windows to pages they contain, from pages to
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links they contain or actions they perform, and from links or actions to the next window.
Incidentally, we note that such conditions could also be verified in the WAG by checking
the following CTL formulas (where numbers correspond with those in Definition 1):

- AG((wVpVIVa)A(—wV-p)A(—~wV -l)A(—wV-a)A(—pV-a) A
A(=pV =l)A(=pV—a) A (=l V —a))
- AG(w = AXpAp=AX(IVa)Nl = AXwAa= AXw)

We stress the fact that the original transitions in the WA are from a window to
another window, and these transitions are kept in our state model. The transitions from
a window to pages they contain, and from pages to links and actions pages contain, are
only a technical way to model frames and security properties.

Many interesting properties can be checked if other propositional letters are used
to capture the relevant content of windows, pages, links or action. For instance we can
introduce the following letters: 1) private denotes that a window or a page contains
private information; 2) login, logout denote that an action is a login or a logout action;
3) error denotes that a page contains an error message.

In our model we have to check that these letters are used correctly with the following
CTL specification:

1. private is applicable only to pages or windows, so it is not applicable to links or
actions: AG(l V a = —private)
2. login and logout are applicable only to actions: AG(wVpVI = —loginA—logout)
error is applicable only to pages: AG(w VIV a = —error)
4. a private window must contain at least one private page:
AG(w A private = EX (private))
5. anot private window must not contain private pages:
AG(w A —private = AX (—private))

(O8]

Using these propositions we can check some interesting properties of a web application
design. For example we can check whether the access to private page occurs through a
login, hence whether it is correct:

6. we must find some private information after a login action:
AG(login = EF (private))

7. after alogin action we can make a logout action in the future or the application must
manage a login error and it must be possible to make a login again: AG(login =
AG(w = EX((EXlogout) V error) V EFlogin)

8. after a logout action we can load only not private pages before a new login:
AG(logout = A(—privateUlogin))

9. the homepage must verify the following property: A(—privateUlogin)

Another property of web application design concerns the error management; we can
check the web application behavior when an error occurs. For instance:

10. for every not logout action the web application must manage eventually an error
page: AG(a A —logout = EX EXerror))

11. the user must repeat the login action when an error occurs:
AG(error = A(—privateUlogin))
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Fig. 1. UML model of the checked web application design

Definition 3 (Verifying a Web Application). Given a WAG G modeling a web appli-
cation, an initial state s and a property p, the web application verifies p iff p holds for
sin G.

A deployed implementation of our approach will embed inside an automatic verifier for
CTL ; however, for building a prototype showing the feasibility of the approach, the
verification phase may be also performed using an available tool, such as SMV . In this
case, the verification process consists in expressing the Web Application Graph in the
SMYV input language — also with the help of parametric modules — and then launch the
verification.

3 Evaluation Environment

The method we propose is made up of two phases: the fist one is the check of a web
application during the design phase based on its UML model. In a second step the check
will be extended to the web application implementation.

In the first step, we use the UML design of the application developed according to
the methodologies proposed by Conallen [2]. In the UML diagram, the components of
an application are labelled with the proper properties, e.g. login, logout, private, error
in order to perform the translation in the SMV model. An implemented system embeds
the SMV verifier to check the model with respect to the specifications described in
Section 2.

Our system automatically translates the output (in XMI format) of the UML tool
used for the design in the SMV code that models the corresponding WAG. To show the
rationale of the approach, let us consider the UML design model in Figure 1. Figure 2
shows the corresponding WAG, in which the dotted lines represent the modifications on
the model after verification.

The model was checked against the specifications described in Section 2. Verifi-
cation found several faults in the model. First of all, in the WAG did not exist a state
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Fig. 2. WAG corresponding to the UML model shown in Figure 1

labelled with the private property, hence the property 6 in previous section was not sat-
isfied. Besides, after a login it should be possible to perform a logout action, the model
checker verified the absence of a logout state in the WAG, through the specification 7
that was not verified. To solve the encountered problem, it was necessary to introduce a
logout action linked to a page. Other specifications were not verified as, for example the
specification concerning the login action (property 8 in the previous section) because
of the absence of a link to the HomepageW that could enable to follow a link to a login
action. Finally, the model had to be modified in order to satisfy the properties 4 and 11
concerning the error management. After a logout it must be possible to login again, so
the model checker system found the absence of an arc to connect the logout state to the
HomepageW.

4 Related Work

To the best of our knowledge only few works have considered web application analysis;
anyway most of them are not based on a formal method approach. We briefly describe
the more relevant proposals. Some approaches consider the web similar to a database,
hence propose conceptual models of its structure; more recent approaches focus on web
applications under a web engineering point of view. A complete review of all the model-
ing techniques is in [8]. HDM [6] is one of the first model-driven design of hypermedia
applications; successive proposals are RMM[ | 5], Strudel [9], Araneus][ | 1] they all build
on the HDM model, and support specific navigation constructs. Conallen [2] proposes a
UML-based methodology. The main advantage of the method is the possibility to repre-
sent all the component of a web application using standard UML notations. The method
proposed in [7] is based on a UML model of WA and considers the testing and valida-
tion of the developed web system. In [5] the method proposes web application analysis
based on queue models. Finally, in [4] the proposed method aims to verify the correct
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use of duplicated pages inside a web constructed using HTML language and ASP code.
Once again the method does not consider a formal approach. On the other hand, model
checking based on a  — calculus language has been used in [3]. The approach does
not consider the analysis of dynamic pages. Anyway the model of the web they con-
sider is a graph in which states are pages and transitions between states are hyperlinks
in the pages, hence hyperlinks cannot be qualified by properties as we do. Previous ap-
proaches considered in [ | 4] propose automata to describe the structure of the links in a
hypertext and define a branching temporal logic (hypertext logic) HTL to describe the
sequence of transitions between states in the automata. The logic is used to verify the
propositions of the temporal logic, but again dynamic pages are not considered.
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Abstract. Conceptual modelling is a promising approach for Web ap-
plication development, thanks to innovative CASE tools that can trans-
form high-level specifications into executable code. So far, the impact of
conceptual modelling has been evaluated mostly on analysis and design.
This paper addresses its influence on testing, one of the most important
and effort-consuming phases, by investigating how the traditional no-
tions of testing carry over to the problem of verifying the correctness of
Web applications produced by model-driven code generators. The paper
examines an industrial case study carried out in a software factory where
code generators are produced for a commercial Web CASE tool.

1 Introduction

Web application testing is a challenging but scarcely investigated subject in
the Web Engineering community. In the state of the practice, Web application
developers still use a “code and fix” approach to software verification, rather
than a systematic and tool-supported method. This situation is the combined
result of many factors: Web applications are multi-tiered systems and testing
requires different procedures for each tier; developers use multiple languages
(e.g., SQL, Java, XSLT, HTML), which hampers a unified testing paradigm; the
runtime environment (e.g., the browser) cannot be fully controlled and often
behaves differently in different products.

In recent years, conceptual modelling has been used to tackle such a complex-
ity. The core idea is that applications are specified by using a high-level visual
notation and the implementation code is automatically generated from design
models. The benefits of conceptual modelling have been extensively studied in
the upper phases of the development process. Little is known on the impact of
conceptual modelling on the testing phase.

This paper tries to overcome this limitation and investigates the relationship
between conceptual modelling and testing. As automatic code generation sub-
stitutes manual coding, the focus of testing shifts from verifying individual Web
applications to testing the Web code generator; the latter objective lends itself
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to systematic treatment and potentially yields far-reaching benefits, because the
results of testing the code generator affect the development of multiple applica-
tions.

With model-driven development, the activity of testing a specific Web appli-
cation splits into two sub-tasks: schema validation and code generator validation.
The former assesses whether the application’s conceptual schema' is correct with
respect to the application requirements and adheres to the syntax and semantics
of the chosen Web modelling language. The latter aims at evaluating whether the
code generator maps all correct conceptual schemas into correct implementations
on all platforms?. While the former activity must be performed for every individ-
ual application, the latter can be done only once for each deployment platform.

Schema validation requires non-trivial human expertise. However, various
techniques, like rapid prototyping [1], model verification [2], and usage analysis
[3], may alleviate such a task. Furthermore, schema validation is technology-
independent and thus can be addressed also by domain experts.

The validation of the code generator is the novel problem addressed in this
paper. The intuition behind our work is that if one could ensure that the code
generator produces a correct implementation for all legal and meaningful con-
ceptual schemas (i.e., combinations of modelling constructs), then testing Web
applications would reduce to the more treatable problem of schema validation.

The contribution of the paper is twofold. On the theoretical side, we propose
a novel formalization of the problem of testing Web code generators as an in-
stance of ordinary black-box testing where test data generation is based on the
grammar of a graphical conceptual modeling language (WebML). Testing con-
fidence is expressed by a notion of syntactic coverage, and is characterized by
three different classes of coverage (rule, edge, and path) with increasing power
and complexity.

From the practical standpoint, the theoretical results were applied to a real
scenario. We analyzed the testing process of the code generator produced by the
WebRatio CASE tool company (http://www.webratio.com), which maps spec-
ifications in the WebML language [I] into code for the J2EE architecture. In
the WebRatio software factory, each release of the code generator is tested by
automatically running 38 test cases constructed manually by developers in the
last four years. Such tests are repeated for all the platforms on which WebRatio
applications are certified. We analyzed the empirical test cases used by WebRa-
tio, quantified the associated testing confidence, and identified the minimal test
set under the three formal notions of coverage. We also considered 46 concep-
tual schemas of real applications developed by WebRatio and its partners and
recomputed coverage measures with respect to the fragment of WebML that is
actually used in real-world applications. This re-evaluation reinforced the testing
confidence in the empirically developed test cases.

! From now on, we use the more precise term schema to denote the design specification
of a particular application encoded in a given Web modelling language

2 By platform we mean a specific mix of products for running a Web application at
all the involved tiers
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All the described experiments were conducted using a prototype visual cov-
erage tool developed in Java.

Although applied to WebML, it is important to stress that all the results
are independent of the chosen modelling language and technological setting.
Any Web modelling language expressible by means of a formal grammar and
equipped with a code generator could be used.

2 Background on WebML and Testing

WebML [1] is a conceptual language originally conceived for specifying Web ap-
plications developed on top of database content described using the E-R model.

A WebML schema consists of one or more hypertexts (called site views),
expressing the Web interface used to publish or manipulate the data specified in
the underlying E-R schema.

A site view is a graph of pages to be presented on the Web. Pages enclose
content units, representing components for publishing content in the page (e.g.,
indexes listing items from which the user may select a particular object, details
of a single object, entry forms, and so on); content units may have a selector,
which is a predicate identifying the entity instances to be extracted from the
underlying database and displayed by the unit. Pages and units can be connected
with links to express a variety of navigation effects and to provide the necessary
parameters passing from one unit to another one. Figure 1 shows a WebML
hypertext specification and its possible rendition in HTML.

-] EET 5|

LI KEYWORD ENTRY ALBUMS
kayWardErny Kepword | Albumiu lidats

Thekewrd | oy ooy Green Green

1 = = Mease enler a keyword. Apple o

] e -
I Titles b
(o) e Green Green
Alburn

(7t conbaires Kaywoe] [ Deor || Dream

Fig. 1. Example of WebML hypertext and a possible rendition in HTML

The hypertext contains one page (called Input Page), with two units. An
entry unit (KeyWordEntry) represents a data entry form and a multidata unit
(AlbumMultidata) displays all the instances of entity Album whose titles contain
the submitted keyword. The link from the entry unit to the multidata unit is
rendered as the submit button, which transports the string inserted by the user
as a parameter to be used in the computation of the selector condition ([Title
contains Keyword]) of the multidata unit.

In addition to content publishing, WebML allows the specification of oper-
ations, like Web Service invocation or the update of content, possibly wrapped
inside atomic transactions. Basic data update operations are: the creation, mod-
ification and deletion of instances of an entity, or the creation and deletion of
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AristCreationPage CreationResultsPage
FMame:FirstMame
ArtistEntry LName: Lastharme CreateArti st ArtistDetails
1 »
L1
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CREATE ARTIST CREATION RESULTS

FirstName:l Celine
LastMame: I Ol

FPress QK ok |
to create

Firsthame: Celine
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Fig. 2. Example of WebML hypertext with operations and a possible rendition in
HTML

instances of a relationship. Operations do not display data and are placed outside
the pages; user-defined operations can be specified, such as sending an e-mail,
logging in and out, e-paying for something, and so on. Figure 2 shows a WebML
hypertext specification including operation units and its possible rendition.

The hypertext contains one page (ArtistCreation) with an entry unit (Artis-
tEntry), whereby the user can enter the details of a new artist. Navigating the
output link of the entry unit triggers a create operation (CreateArtist) unit,
which inserts a new artist into the database. If the operation succeeds, its out-
put link OK is followed, which displays a page (CreationResults) with the details
of the new artist. Otherwise, page ArtistCreation is redisplayed.

In addition to the visual notation, WebML has a formal syntax, encoded in
XML. As an example, the following fragment of the WebML DTD shows the
syntactical structure of a site view construct.

<!ELEMENT SITEVIEW (OPERATIONUNITS, TRANSACTION*, AREA*, PAGE*,
GLOBALPARAMETER#*, PROPERTY*, COMMENT?)>
<!ATTLIST SITEVIEW
id ID #REQUIRED
name CDATA #IMPLIED
homePage IDREF #IMPLIED
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protected (yes|no) "no"
secure (yes|no) "no"
localize (yes|no) "no"
presentation:style-sheet CDATA #IMPLIED
presentation:page-layout CDATA #IMPLIED
graphmetadata:go IDREF #IMPLIED

The expressive power of WebML stems primarily from its capability of com-
bining a few elementary concepts in multiple ways to obtain a variety of effects.
As we will see, assessing the coverage of testing with respect to all the “mean-
ingful” combinations of concepts is an essential goal of our work.

WebML is implemented in WebRatio, a commercial CASE tool for designing
data-centric Web applications.

The architecture of WebRatio (shown in Figure 3) consists of two layers: a
WebML Design Layer, providing functions for the visual editing of specifications,
and a Runtime Support Layer, implementing the basic services for executing
WebML units on top of a standard Web application framework.

Unit library WebML Design Layer
o R —-~l 4 £

| Data Design | |Site Design | Presentation

Style sheet library

Third party
{ HTML *—{ authoring
tools

Cusmm unit
| library *

XML J{ 1]
Bullt in tag libraries
Code Generatot '
Runtime support

Data Layer

Application Server (JZEE) [

Fig. 3. Architecture of WebRatio

The design layer includes graphical user interfaces for data and hypertext de-
sign, which produce an internal representation in XML of the WebML schemas;
a second module (called Data Mapping Module) maps the entities and relation-
ships of the conceptual data schema to one or more physical data sources, which
can be either created by the tool or pre-existing. A third module for Presentation
Design allows the designer to create XSL style sheets from XHTML mockups,
associate XSL styles with WebML pages, and organize page layout by arranging
the relative positions of content units in each page.

The architecture is completed by the WebRatio Code Generator, which
exploits XSL transformations to translate the XML specifications visually edited
in the design layer into application code executable on top of any platform
conforming to the J2EE specifications.



80 Luciano Baresi et al.

2.1 Software Testing

Testing a program [1] entails running it with a number of input data and checking
whether it behaves as expected. Formally, if P denotes a program under test and
D its input domain (i.e., the set of all data that can be supplied to P), given a
particular d € D, P is correct for d if its corresponding output, P(d), satisfies
P’s specifications. Each element d € D is said to be a test case® and a test
set is a finite set of test data. In general, the only way to achieve absolute
certainty about the correctness of P is exhaustive testing, that is testing Vd € D.
Obviously, such testing is almost never possible in practice, due to the unwieldy
(if not infinite) number of possible inputs, and thus the selection of the actual
test set becomes fundamental to assess the correctness of the program. To this
end, one can envisage different testing criteria, for generating the test set S C D
and probing the correctness of P, and coverage measures, for evaluating how
thoroughly S can test P. Coverage can be taken as a quantitative measure
of testing confidence: the broader the coverage, the more extensive the testing
process and thus the confidence on the tested program.

In test data selection, white-box testing uses information about the internal
structure of the program for selecting test cases, whereas black-boz testing (also
called functional testing) only considers the program’s functionality and tries to
exercise it. In this latter case, test data generation can be facilitated, and even
automated, if it is possible to represent the program’s behavior — or at least its
inputs — in a formal way. This is the case of syntaz-driven testing [5], which
uses the grammar that describes the input domain D to select the test data. A
complete coverage of the program input is reached if the test data cover all the
grammar’s productions, i.e., if the creation of the test data through the grammar
requires that each production be applied at least once.

The number of used productions is captured by the concept of rule cover-
age [0], which defines the percentage of grammar productions (rules) applied for
deriving the test data. However, rule coverage is insufficient to characterize the
quality of the selected test set, because all test data that contain a given type of
input elements are considered equivalent, irrespective of the contezt in which the
element appears. Lammel [6] overcomes this limitations by introducing a sub-
tler coverage measure, called context-dependent rule coverage, which takes into
account the context in which a rule is covered. Intuitively, two input data are
not considered equivalent if they exercise the same production, but in different
combinations with the other rules of the grammar.

Besides selecting “smart” test data, testing also needs a means to evaluate
the correctness of program executions. The so-called oracle defines a mechanism
for verifying that the outputs obtained by executing the program with the test
data actually comply with the program specification. Implementing the oracle
is often one of the most demanding tasks of the whole testing process.

3 In this paper, we do not distinguish between test case and test datum and we use
them as synonyms
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3 Testing the Web Application Generator

In this section, we bind the concepts of testing theory to their counterparts in
the realm of testing Web code generators, using the WebRatio code generator as
running case. We propose a black-box approach based on the formal grammar
of WebML. We did not start with a white-box approach because of its intrinsic
costs and the need for suitable tools to instrument the different parts of the
generator. White-box techniques are the natural complement to our approach
and are part of our future work.

The program under test P corresponds to the WebRatio code generator and
its input domain D is the set of all possible application schemas, i.e., the set of
all valid sentences in the WebML syntax exemplified in Section 2.

An input datum d is a specific WebML schema (an XML file, that comes
from the translation of the graphical representation of the model). For example,
the following fragment of XML code is a simplified version of the ArtistCreation
test case and shows the typical structure of our input data.

<SITEVIEW id="svi" [...]>
<PAGE id="pagel" name="ArtistCreationPage">
<ENTRYUNIT id="enul" name="ArtistEntry">
<LINK id="1n1" to="crul">
<LINKPARAMETER id="parl" source="fldl" target="crul.att2"/>
<LINKPARAMETER id="par2" source="f1d2" target="crul.att3"/>
</LINK>
<FIELD id="f1d1" name="FName"/> <FIELD id="f1d2" name="LName"/>
</ENTRYUNIT>
</PAGE>
<OPERATIONUNITS>
<CREATEUNIT entity="entl" id="crul" name="CreateArtist">
<KO-LINK id="klni" to="pagel"/> <OK-LINK id="olnl" to="daul"/>
</CREATEUNIT>
</0PERATIONUNITS>
<PAGE id="page2" name="CreationResultsPage">
<DATAUNIT entity="entl1" id="daul" name="ArtistDetail"/>
</PAGE>
</SITEVIEW>

A test set S is a set of such schemas. In the experimentation, the test set
comprises the 38 WebML schemas used in the WebRatio factory. To give an
idea, the first group of test schemas contains cases developed to verify the core
features of WebML. Other test schemas derive from the addition of new features
to the tool or to the language. Finally, the verification of some bug introduced
a number of ad-hoc test cases.

The output of the tested program P is a Web application a = P(d), and
the oracle used to verify the output is any program capable of deciding whether
the application a conforms to P, that is, whether it implements the schema
d correctly. In the experimentation, the output is a Web application for the
J2EE platform automatically produced by the WebRatio code generator from
a WebML schema; for testing purposes, such an application is associated with
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a fixed-content data source. The oracle is a program that runs an input script
representing a significant user navigation of the generated application; the ora-
cle checks XPath logical expressions on the HTML code returned by the Web
server. If any XPath expression evaluates to false, the test succeeds, otherwise
the code generator is considered to behave correctly with respect to the supplied
test schema®. Intuitively, each oracle navigates the Web application and verifies
whether the displayed pages comprise the expected content. The investigation
of the oracle problem is well beyond the scope of the paper.

3.1 Setting Up the Experimentation

In the ideal world, testing the code generator would require inventing all possible
conceptual schemas, generating the corresponding applications, and checking
them with the oracle. Since an exhaustive testing is inherently infeasible, the
testing problem has been reformulated as that of quantitatively assessing the
degree of confidence with respect to a given test set S by following a syntax-
driven approach. In this scenario, the testing problem can be summarized by the
following questions:

— What fraction of the WebML language is covered by the test set?

— What is the minimal subset of the test set sufficient for achieving the same
coverage as the whole set?

— How does the coverage change if one considers only the fragment of the
WebML language “used in practice”?

Syntax-driven testing applied to Web code generation requires that each non-
terminal symbol in the WebML grammar (i.e. each possible WebML primitive)
be used at least once by some test in the test set. The WebML grammar is
context-free and each rule (production) models a single WebML construct (e.g.,
page, unit, link). The grammar is rendered graphically by means of a Direct
Occurrence Graph (DOG) to highlight the dependencies between rules (explained
later) and the usages by the different test cases.

The DOG is a graph built by representing grammar productions as nodes
and their relations as edges. For example, two productions p; := A — B and
p2 := B — C are connected by a directed edge from p; to po because the right-
hand side of p; contains an occurrence of the non terminal symbol expanded by
p2. Direct occurrence relationships generate possibly cyclic graphs.

When applied to the WebML grammar, the DOG shows all the possible uses
of each WebML construct with respect to the other primitives of the language.
For example, Figure 4 shows the representation of the SITEVIEW element,
displayed in the Java tool developed for supporting coverage analysis. We report,
as example, the grammar production for element SITEVIEW (generated from
element SITEVIEW of the DTD fragment shown above).

4 In testing theory, a test succeeds if it reveals a failure



Towards Model-Driven Testing of a Web Application Generator 83

SITEVIEW -> OPERATIONUNITS, TRANSACTION=*, AREA*, PAGEx*,
GLOBALPARAMETER*, PROPERTY*, COMMENT?, <SITEVIEW@id>, <SITEVIEWG@name>?,
<SITEVIEWG@homePage>?, <SITEVIEW@protected>, <SITEVIEW@secure>,
<SITEVIEW@localize>, <SITEVIEW@presentation:style-sheet>?,
<SITEVIEWQpresentation:page-layout>?, <SITEVIEW@graphmetadata:go>?

The upper part of the graph shows two incoming edges: the SITEVIEW can
be contained in a NAVIGATION element or be referenced by the siteView at-
tribute of a LOGOUTUNIT. The lower part of the graph shows outgoing edges,
i.e., the elements “used” by the SITEVIEW construct. Proceeding counterclock-
wise, we encounter the DTD elements nested inside the SITEVIEW element
(in white), the homePage attribute (referencing a PAGE element), the textual
attributes (in grey), and the enumeration attributes (in light gray). The DOG
visualization tool is used to visually present the coverage of the WebML gram-
mar provided by a given test set by decorating and annotating the nodes and
edges of the graph. The three kinds of coverage measures that we are going to
introduce (and that our tool calculates) mirror the concepts of statement, branch
and path coverage, usually used in testing source code.

MHavigation

LOGOUTUNIT@SE‘[E\-’iEWT

SITEVIEW&protected

SITEWIEWelocalize ]
SITEvIEWesecure |
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GLOBALPARAMET ER

FPROPERTY |
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SITEVIEW&EhomePage

Zoom <>Rotate < Hyperbolic Direct Occurrences Graph

[ ]

Fig.4. An example of Direct Occurrence Graph

Rule Coverage. The simplest measure of the confidence provided by a test
set can be obtained by assessing the percentage of the WebML grammar rules
covered by the WebML schemas in the test cases. We call this measure rule
coverage. Despite its simplicity, rule coverage analysis can already return impor-
tant information, i.e., the set of elements of the conceptual model that are never
used during the testing session, thus giving the first guidelines for improving the
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completeness of the test set. The processing of the WebML syntax led to a DOG
with 528 nodes. The WebRatio test set induced a node coverage of 89.2%, thus
highlighting the presence of 58 untested nodes (6 constructs and 52 attribute
values). By manually inspecting the uncovered nodes with the DOG navigator,
the WebRatio staff recognized the absence of test cases for a few, scarcely used,
features of the WebML language. Minimality analysis revealed that a subset
composed of 9 out of 38 test cases would provide the same rule coverage per-
centage. This result conflicted with the empirical evidence of the usefulness of
the remaining 29 test cases, which prompted us to define more precise coverage
measures.

Edge Coverage. To make coverage more precise, we took into account the
context in which a WebML construct is used, by considering not only the nodes
of the DOG, but also its edges. Intuitively, an edge from construct A to construct
B represents the usage of B in the context of A. Therefore, a different edge (say
C' — B) may represent a different usage of the same construct B in another
context. For instance, the WebML construct PAGE can be used in a variety of
ways: nested in a site view, in an area, or as a sub-page of a page. All these
situations correspond to different DOG edges. This notion of context is crucial
in any real modelling language, where the same primitive can be combined in
multiple ways. We call the percentage of covered edges in the DOG edge coverage.
Covering each edge means building a test set that uses each pair of language
constructs in all legal combinations (i.e. combinations permitted by the WebML
DTD specification). This criterion is nearly equivalent to Lammel’s context-
dependent rule coverage. The DOG used in our experiment had 984 edges. The
complete test set induces an edge coverage of 76.93%, thus showing the intrinsic
significance of the empirical test set, which was designed without any systematic
method for quantitatively assessing confidence. Minimality analysis showed that
there are 4 equivalent test sets that provide the same 76.93% coverage measure.
Each minimal set contains 16 Web applications. Thus, regardless of the specific
minimal set chosen, edge coverage is not sufficient to justify the remaining 22
test applications, which prompted us for further investigation. Edge coverage
analysis also pointed out a significant overlap of test cases because several test
schemas, taken alone, cover about 500 edges out of 984. Furthermore, the results
of the analysis supported the systematic addition of new test cases. The edge
coverage percentage was easily improved by designing a few test cases for the
uncovered edges, also reducing the overlaps among test schemas.

Path Coverage. As a final evaluation, we considered an additional coverage
measure to investigate not only relations between pairs of concepts, but also
possible combinations of groups of WebML constructs, because the designers’
experience suggested that the subtlest errors originate from unexpected complex
interactions of multiple language concepts. The path coverage measure addresses
this issue. It is defined as the percentage of paths covered in the DOG. Covering
all paths intuitively means that the test set exercises each construct in all its
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legal combinations with all the other constructs. 100% path coverage is clearly
an infeasible requirement in most practical cases, even after breaking cycles.
Nevertheless we discovered interesting information on the effectiveness of the
test set. In the experimentation, our tool calculated more than 12 million legal
paths, of which the test set exercises less than 1%. Minimality analysis was more
revealing. With the help of our software tool, we identified one redundant test
schema, which could be removed from the test set safely, and 6 test schemas
that contribute a very low number of new paths to the coverage. Although
theoretically speaking the latter test cases cannot be removed from the test set
in a totally safe way, their contribution is marginal, as they are almost totally
overlapping with other cases. This is an example of the optimization guidelines
provided by the path coverage analysis to the developers of the testing set. It
is much more important to evaluate the inadequacy of a given test case, rather
than demonstrating its adequacy.

3.2 Baseline Definition with Real Web Applications

To improve the coverage figures, we evaluated the hypothesis that only a subset
of all possible WebML paths is exercised by real developers. We focused on
46 real-world Web applications generated with WebRatio and performed the
analysis on a reduced DOG comprising only the paths actually included in such
applications. This path coverage measurement over the reduced DOG better
assesses the impact of testing on real-world Web development. Path coverage
jumped to a reasonable 33.43% on the reduced DOG, which strongly increases
the confidence on the test set manually crafted by WebRatio developers, who
probably know well which parts of the language are actually used in practice.
We also determined that each real-world Web application was covered by the
test cases for an average of 50.08%, with values ranging from 41.51% to 54.74%.

Real-world path coverage can also be used for assessing the necessity of each
test case. We found that 3 of the 6 test cases with low path coverage contribution
do not exercise any new path in the real-world subset, so they appear superfluous
also with respect to the real-world usage of WebML.

3.3 Limits of Grammar-Based Systematic Testing

The experimentation also revealed some interesting limits of grammar-based
testing. The evaluation cannot be applied to lexical errors, e.g., those errors
that depend on particular formats of string values. For example, grammar-based
testing does not uncover bugs caused by character encoding, multi-word fields,
or the interpretation of special characters. Such lexical errors must be addressed
by a specific group of tests.

4 Conclusions and Future Work

In this paper we have addressed the problem of systematically testing Web appli-
cations in the model-driven scenario, where testing splits into schema verification
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and code generator verification. We have provided both the formal underpinning
of code generator testing and the results of an in-depth experimentation.

To the best of our knowledge, our study is the first formal investigation of
testing in a modelédgenerate Web development environment. Systematic testing
has already been applied to schema validation by Ricca and Tonella [7] by repre-
senting the structure of the single Web application with an ad-hoc UML schema.
Others [¢] follow the same approach with different representations. Further ex-
perimental work is ongoing, to reach complete path coverage for the core paths
of WebML and for the paths statistically more significant in real-world appli-
cations. Slight extensions of the implemented tools will enable the quantitative
assessment of the testing confidence of individual Web applications, starting
from their conceptual model and test sets defined during requirements analysis.

From the theoretical viewpoint, a promising research direction is the quan-
titative evaluation of the relation between the generator’s correctness measures
and other Web application quality metrics (e.g., usability). Finally, a further
direction involves the connection of grammar-based testing with white-box test-
ing in the field of Web applications, a study that could bridge two of the most
promising approaches in software testing.
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Abstract. In this paper we describe a novel approach that allows for in-
container testing of web portal applications. Concretely, our approach helps in
locating and debugging (a) Deployment environment related problems, (b) Se-
curity: role based testing of resource access and (c) Problems arising from the
interaction between the container and the application code in the form of re-
quest and response objects and other application environment objects. Our ap-
proach allows developers to write automated in-container test cases for web
portal applications. Using Aspect technology, the test code is injected into
the application code allowing the tests to run in the same environment as
the portal application. WIT, our testing framework, provides the developers the
ability to control the portal server environment by setting up an initial environ-
ment state before the execution of the application code. After the application
code is executed, the environment state can be validated and cleaned up to pre-
vent any traces or side effects. A test failure is reported if the results of execut-
ing the original code are incorrect. In this paper, we present the overall testing
approach, design & implementation of WIT as well as a usage scenario.

1 Introduction

Container-based web technologies ease the burden on developers by providing under-
lying services such as persistence, security etc so that developers can concentrate on
implementing the business logic. By providing robust and fine-tuned services to the
application code the reliability, maintainability and performance of websites is im-
proved considerably. The container further provides added value by managing the life
cycle of the application code. While the advantages of container-based technologies
are obvious, a container acts as a black box from the application developer’s point of
view and is only accessible via the API. Thus, automated testing of container-based
application is challenging.

When an error occurs on the client side, it is difficult to predict the precise origin
of the error. One of the reasons of the error may come from the container interacting
incorrectly with the application code. Also, unpredictable changes in the container
environment are often caused when the application code is deployed in the container.
Although the application code runs correctly in the testing development container
environment, developers cannot be guaranteed success of the application in the pro-
duction environment.

Testing an application for such errors that surface only at deployment time requires
an approach for executing the test code inside the container environment and the

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 87-97, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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ability to access and control the environment specific objects. We refer to this ap-
proach henceforth as in-container testing (ICT). Existing tools for front-end GUI or
back-end business logic testing cannot test the deployment-related problems such as
those mentioned above because the tests run outside of the container. A high-level
report of the problems provided by them cannot be used to narrow down the scope of
problems.

The motivation for our work comes from one of our industry partners that are
building enterprise java based web portal applications [1]. The company reported 1)
unknown deployment related errors and 2) lack of an automated way to test access to

sensitive portal resources'. This paper addresses the problems discussed above by
proposing a novel approach for performing automated ICT using the WIT framework
for JSR [2] compliant portals.

The rest of the paper is organized as follows. Section 2 explains in detail the de-
ployment related problems needed to be addressed by ICT. A detailed explanation of
the architecture of web portal applications is provided in Section3. Section 4 provides
a description of the design of WIT. Then some example usage scenarios and details
on how tests can be implemented and run using WIT is provided in Section 5. Section
6 compares related work and approaches that currently exist for in-container testing
of web-applications. Finally, section 7 discusses the future work and concludes our

paper.

2 Problems Needed to Be Addressed by ICT

Unpredictable changes in the container environment are often caused when the appli-
cation code is deployed in the production environment. Testing an application for
such errors that surface only at deployment time requires an approach for executing
the test code inside the container environment. In the following section we briefly
discuss some of the problems encountered when a web-application is deployed in the
production environment.

a) Deployment related problems: Certain environment attributes are set within the
container at deployment time for e.g. descriptor files are read at deployment time
and the environment is configured accordingly. That might, for example, mean
that certain database resources are different in the test and the deployment envi-
ronment or that some security roles do not match. Another possible difference be-
tween the test and the production container environment may be due to the fact
that a different version of a library file is being referenced by the application code.
All these subtle differences may introduce an error. For example, a portlet config-
ured with the connection string to database A in the testing environment, for some
reason, is assigned a connection string to database B when deployed to the pro-
duction environment. Portlet code executing successfully in the test environment
may fail because of the changed connection string. Another example: The version
of a specific jar library is different in the test and production environment, e.g. a
newer version is deployed in the test environment and referred by the portlet code

' A more comprehensive analysis of portal test practices and the results of our case study are
published concurrently in ICWE 2005 [16]
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directly or indirectly. The above examples highlight that the successful execution
of the portlet code in test environment cannot guarantee its success in the produc-
tion environment.

b) Security: role based testing of resource access. Access to sensitive resources for
e.g. portlets [3] is controlled by assigning permissions to individual users or user
groups granting the appropriate access. Without automated testing tool support the
administrator setting the permissions must log in as a user with a specific role and
test manually each time the applications are deployed in the production environ-
ment to verify whether the permissions have been correctly assigned.

c) Problems arising from the interaction between the container and the application
code in the form of request, response objects and other application environment
objects. In container-based web application, data submitted by the browser is as-
sembled by the container as a request object. The data is then forwarded to the ap-
plication code through access to certain environment objects. After the execution
of the application code, results are sent back to the browser as a response object
assembled by the container. The request and response objects are primarily re-
sponsible for carrying the data exchanged between the container and the applica-
tion code. The application code can use all accessible objects as part of its busi-
ness logic. Changing the values of some environment objects might create side
effects on other parts of the application. Automatically testing the application
code that relies on these objects requires a mechanism that allows developers to
manipulate all these objects.

3 Portlet-Based Web-Portal Application Architecture

Web Portals are an example of container-based web application providing a single
integrated point of access to information by aggregating multiple streams of dynamic
content rendered as portlet windows. Technically, a portlet is a piece of code that runs
within the portlet container [3] and provides content fragments to be embedded into
the portal pages.
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Fig. 1. Portal Server Component-Interactions

A client request as shown in Fig. 1 for a portal page interacts with multiple inter-
faces defined by the portal server components. The portal server completes the client
request for the portal page by retrieving the portlets written by the developer for the
current page. Thereafter the portal server invokes the portlet container for each port-
let. The final portal page presented to the client represents the aggregated content
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generated by several portlets. With commercial portal servers, the source code of the
portal server components as highlighted in Fig. 1 is inaccessible to the developer.

Because of the complexity of web portals, automated in-container testing presents
four unique challenges. Firstly, the portlet API layer depicted in Fig. 1 is the only
way that portlets can ‘talk’ to the inaccessible components. Thus, we need to find a
way to intercept calls from the container to the portlets and vice versa so that testers
can access and manipulate the calls generated by the container. Secondly, testing
portlets involves invoking a series of inaccessible interactions in the portal server as
seen in the Fig. 1. Thirdly, since the tests run in the container we need to collect indi-
vidual test results of executing each portlet and then send back the aggregated results
to the test client. Lastly, while the test code runs with the original application code,
portal clients still should receive the correct response from the portlets. Thus, mini-
mizing the side effects of the test code on the original portlet code becomes impera-
tive. In the next section, we describe how our approach addresses these issues.

4 WIT: Web Portal Application In-container Testing Framework

4.1 Design Overview

The WIT system consists of following modules: Converter, Weaver, Invoker, Con-
troller, and Repository.

— >
c| Test | Portlet
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o Portal —— 5 Portlet — 5
B 5 —>| Test |—> Cern
2 Web App Container - Code | sl
> o
) =
- ]
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Fig. 2. In-container Portlet Test Request Invocation

The tests are initiated by the testing client Invoker depicted in Fig.2. This starts a
process whereby the test Controller assembles and sends the request for the portlet
under test and simultaneously, writes the test control instruct to the Repository. Be-
fore the request reaches the portlet under test, a check is made to ensure that the test
control instruct allows the test code to execute. If the check is successful, the test
code 1) intercepts the calls between the application code and the portlet API and 2)
sets up the initial state to execute the portlet code. After the portlet code is executed,
the results of the tests get stored in the Repository and then reported to developers by
the Controller.



WIT: A Framework for In-container Testing of Web-Portal Applications 91

4.2 Invoker and Controller

The Invoker is the starting point of the in-container testing process. The responsibili-
ties of the Invoker are twofold. First, it calls the Converter & Weaver as explained in
section 4.3 to generate portlet code together with the test code and then deploys the
generated code into the target portal server. Secondly, it sends a test request to the
Controller and reports the test results returned by the Controller. The Controller is a
servlet that accepts the test request from the Invoker. It then simulates the invocation
of the portlet from a browser and assembles the portlet request. Meanwhile, it writes a
control instruct into the Repository to indicate which portlet is going to be tested. The
Controller is also responsible for querying the test results saved in the Repository and
then sending them back to the Invoker.

4.3 Converter and Weaver

We utilized Aspect] technology [4, 5] in order to intercept calls to the portlet code by
injecting the test code into the portlet code.

Portlet with
Test Cases Aspect Code Test Code
[ Convertor s Weaver (et
U\

Fig. 3. Injecting the test code into Portlets

Portlet Code

As shown in Fig. 3 test cases written for in-container testing are fed into the Con-
verter first to generate Aspect code. This code is in turn compiled with the original
portlet code by the Aspect] Weaver. As a result of this, the portlet binary class files
are weaved in with the test code. During this phase, information like the location of
the Repository is compiled into the portlet code as well. The final output of this con-
verting & weaving phase is deployable portlet code together with the testing code.

4.4 Repository

Multiple Portlets run simultaneously within the portlet container and so does the test
code. Writing the test results into a central location makes it possible to collect all the
test results asynchronously. In order to provide better performance by avoiding I/O
disk operations, we have chosen an in-memory database as our repository. Besides,
the test results Repository also contains control information indicating which portlets
are going to be tested. Only test code in Portlets indicated by the control information
is executed. In this way, we avoid the side-effect from our tests on other portlets.
Furthermore, if we clear such control information in Repository, no test code will be
executed and thus, portlets are restored to the normal state to accept requests from
users.
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5 Usage Scenario of WIT

After providing an overview on the WIT architecture, we will now describe how a
tester can write the in-container test cases for WIT. Further, three main usage scenar-
ios of WIT will be discussed in detail with reference to an Accounts portlet example.
Fig. 4 shows an example of an Accounts portlet class containing a method called

doView? [2] which is invoked by the container. The portlet accesses the database
connection string to connect to the backend database. The corresponding account id is
retrieved from the PortletSession object [2], which is sent to the back-end database
system to get the detail account information, which is in turn returned to client.

1) public class AccountsPortlet{
2) public void doView (PortletRequest request, PortletResponse re-

sponse) {

3) try {

4) PortletSettings portletSettings = request.getPortletSettings() ;

5) String dbConnStr = portletSettings.getAttribute ("AccountDB") ;

6) //Now the AccountsPortlet can persist information to the back-end
Account database

7) String acctId =

8) (String)request.getPortletSession () .getAttribute("acctId") ;

9) AccountDetail ad = AccountDB.getAccountDetail (acctId) ;

10) Request.setAttribute (“AcctDtl”, ad);

11) PrintWriter out = response.getWriter();

12) //following pseudo code prints out the AccountDetail object

13) response.setContentType ("text/html") ;

14) out.println (...) ;

15) }

Fig. 4. doView Method — AccountsPortlet Class

5.1 In-container Test Case Naming Conventions

Our in-container test case classes follow a specific naming convention.
Name of test case class: = Name of portlet class + “Test”

The name of each test case starts exactly with the name of the portlet being tested and
ends with the string “Test”. For each portlet method being tested, there is a pair of test
methods in the test case. The access modifier of these methods must be public, and
the return type must be void. The name of these methods consists of three parts. The
first part is either “before” or “after”, and the second part is the name of methods
being tested, and the third part is any valid string to make the test methods more
meaningful.

Name of test methods: = (before | after) +

“_” + name of methods under testing +
“_” + additional string

2 doView is the core method in which a portlet developer implements the business logic
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5.2 Testing Deployment Related Problems

The test scenario presented in this section allows testing for deployment related prob-
lems (see Section 2 — (a)). The PortletSettings [2] object contains configuration pa-
rameters accessed by the portlet code at runtime. These parameters are initially de-
fined in the portlet descriptor file called portlet.xml. The portal administrator uses the
administrative interface to configure individual portlet by editing the configuration
parameters before deploying the application into the production environment.

For instance the accounts portlet as shown in Fig. 4 (line 4, 5, 6) accesses the data-
base connection string by reading the configuration parameter from the portlet de-
scriptor file (refer Fig. 5).

<concrete-portlet href="#Accounts">
<portlet-name>Accounts</portlet-name>
<config-param>
<param-name>AccountDB</param-name>
<param-value>jdbc:db2://localhost:50000/AccountDB</param-value>
</config-param>
</concrete-portlet>

Fig. 5. A snippet of portlet.xml showing configuration parameters

The AccountsPortletTest code in Fig. 6 checks for the valid database connection
string in the production environment. An incorrect value read by the portlet at run-
time on the production environment will cause the AccountsPortletTest to fail.

public class AccountsPortletTest extends TestCase {
private final String AccountDBConnStr =
“jdbc:db2://DB2BOX:50000/AccountDB” ;

public void after_doView_ testGetAcctDBConnStr
(PortletRequest request, PortletResponse response) {
PortletSettings portletSettings = re
quest.getPortletSettings () ;
String dbConnStr = portletSettings.getAttribute ("AccountDB") ;
assertEquals ("AccountDB Connection String is incorrect",
dbConnStr, AccountDBConnStr) ;

Fig. 6. doView() — AccountsPortlet Test Case For Database Connection String

5.3 Automated Testing Security: Role Based Testing of Resource Access

The test scenario presented in this section tests security privileges. We first highlight
how the In-container security test case classes differ in naming convention from other
test classes. A specific naming convention described below is used.

Name of security test case class: = Name of portlet class + “SecurityTest”
Name of 'security test case: ="test”+ (View|Edit|Config) + “Security”

Next, we discuss an example scenario below whereby a portal user called David is
trying to access a sensitive resource which ideally he should not have access to.
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WIT, will first weave the security test case testViewSecurity () code in Fig. 7 into
the doView() of the account portlet class, and then login to the portal application with
the specified user name and password, and then send a request to view AccountsPort-
let. If the request is successful for some reason the doView() method in Ac-
countsPortlet will be executed — which should have been prevented by the security
system. Thus, the execution of the doView method means that the security test has
failed and, thus, the testViewSecurity method triggers a “fail”. This in turn reports a
test failure to the developer.

public class AccountsPortletSecurityTest
extends SecurityTestCase {
public String getAuthenUrl () { return “http://ict5/login”; }
public String getAuthenUser () {return “david”; }
public String getAuthenPwd() { return “pass”; }
public String getPortletInvokeUrl () {
return “http://ict5/Acct”;
}
public String testViewSecurity () {
fail (“the user:”+getAuthenUser ()+” should not be
able to view the AccountPortlet”);

Fig. 7. doView() — AccountsPortlet Test Case For Security

5.4 Testing Problems Arising from the Interaction
Between the Container and the Application Code

The test scenario presented in this section tests problems arising from the interaction
between the container and the application code in the form of request, response ob-
jects and other application environment objects.

The AccountsPortlet depicted in Fig. 4 displays account detail information accord-
ing to the account id number submitted by the user (line 7-14). In Fig. 8, developers
set up the initial testing environment in the before_doViewtest GetAcctDetail
method by adding an account id into session object, and check the environment in the
after_doViewtest GetAcctDetail method by comparing the outBalance with the
expected number 10. If the account outbalance is not what we expected, then a failure
is fired.

public class AccountsPortletTest extends TestCase {
public void before doView_ testGetAcctDetail
(PortletRequest request, PortletResponse response) {
session.setAttribute (”acctId”, “123”");

}

public void after doView testGetAcctDetail
(PortletRequest request, PortletResponse response) {
AccountDetail ad =
(AccountDetail) request.getAttribute (“AcctDtl”) ;
double outBalance = ad.getOutstandingBalance() ;
assertEquals ("outstanding balance is incorrect", outBalance, 10);
}
}

Fig. 8. doView () Test Case — AccountsPortletTest Class
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5.5 Using WIT to Run Tests

After a tester has written automated portlet tests, he/she is able to compile, deploy and
invoke all of them using a custom ANT [6] command that we developed. At the end
of the script run, test results are displayed in the script window and the browser. The
Ant based script can be integrated with the regular build process and promotes re-
gression testing. The ICT accounts portlet tests for demo usage scenario were de-
ployed and run in the IBM Websphere Portal Server [11] environment.

Fig. 9. Results of Test Execution of AccountsPortletTest Cases

6 Related Work

To our best knowledge, WIT is the only framework at this time that supports in-
container testing of portlet-based applications. Other alternate approaches such as
those provided by Cactus [7] can test Servlets [12], EJBs [13] and JSPs [14], etc.
Portlets cannot be tested using the Cactus framework.

Further, the in-container testing approach used by the Cactus framework is more
restricted than ours. Components, like Servlets, tested using Cactus are instantiated as
normal classes in the test code versus using the real container to manage the compo-
nent’s lifecycle. Thus, they actually do now run in the same environment as when
they are deployed. The limitation of this approach is that although the tests run in a
real container, some in-container methods and its interactions with the real container
cannot be completely tested as the services provided by the real container are being
in-completely used. Thus Cactus tests may not be able to adequately detect deploy-
ment related errors as well as security issues (refer Section2 — (a), (b)) which can be
tested effectively using our approach.

Client side testing frameworks such as httpUnit [8] and jWebUnit [9] support is
more geared towards black box testing in a web environment. It can easily query the
server externally and analyze the responses received. The frameworks, however, do
not give a detailed control over the environment and constructing an initial state for
the test is time consuming and often involves multiple http requests.

The Mock Objects approach [10] is another complimentary strategy to in-container
testing of methods. In essence, it fakes implementation of the services provided by
the container by using simulated objects. The main goal of mock objects is to unit test
a method in isolation of domain objects by using simulated copies instead of real
objects. Mock Objects suffer from the drawback that they do not assure that the in-
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container methods will run correctly when deployed on the chosen container. They
only allow for a fine grained testing of business logic of in-container methods inde-
pendent of the real context in which they run.

7 Conclusions and Future Work

Within this paper, we first presented the need for automated testing support in areas
where portal applications currently cannot be tested automatically. We then elabo-
rated on the various problems encountered at deployment time. This established the
requirement that the tests must execute in the real container in order to test applica-
tion code using the services provided by the container. To address these problems we
have provided automated testing support through the WIT framework. The paper
discusses the design and implementation of the WIT framework followed by exam-
ples of its usage scenarios. The framework allows in-container testing of web portal
applications and provides a way of detecting and debugging deployment and security
related problems associated with portlets. Using WIT, some manual testing can be
replaced by automated tests.

We developed the ICT testing approach using WIT for portlets due to the scale of
problem reported by our industry partner. Future versions of the WIT framework will
be provided with configurable settings to perform in-container testing of other con-
tainer-based web components such as servlets, EJBs, Struts [15] etc. The results of
our ongoing empirical studies validating the usability and usefulness of WIT shall be
presented in the future.
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Abstract. Web Service technologies offer a successful way for interoperability
among web applications. However, current approaches do not propose an ac-
ceptable method to decouple non-functional properties from Web Service im-
plementations, leaving as a result a large amount of code scattered and tangled
all over the application, thus raising problems at design, implementation, main-
tenance and evolution. It is the aim of this paper to describe how aspect-
oriented techniques allow these properties to be easily modularized and reused.
We will also analyse how information about properties can be added in the
WSDL file, in order to keep clients informed of the characteristics of the ser-
vice they are going to use. Finally, we will demonstrate how the client will be
able to choose which optional properties have to be applied in his invocation in
a transparent way, automatically generating the necessary changes in his code
in a modularized and decoupled way.

1 Introduction

Web Services convey one step further in the long way that object-oriented technolo-
gies and distributed platforms have walked. However, due to the juvenility of this
technology, some important points, such as non-functional property addition to the
services, have not been faced yet, in spite of their being essential, considering their
fast evolution to bigger and more complex services.

The addition of non-functional properties to Web Services leads to implementation
changes, as these properties can actually affect various modules in the application.
That is not very appropriate, since we would then have many lines of code repeated
along our application with its consequent loss of time on development and mainte-
nance. Furthermore, there are properties such as logging, timing and security amongst
others, which are normally required in plenty of different applications; therefore, it
would be desirable to be able to reuse them should they be necessary.

This problem was already faced in component-based programming [8]. Containers
deal with non-functional properties [3], and there are also approaches where Aspect-
Oriented Programming (AOP) [6] is used to deal with such properties [1] [9]. Re-
gardless of the fact that the concept of container is not contemplated by Web Service
technologies in the sense of component programming, the main contribution of this

* This work has been developed with the support of CICYT under contract TIC2002-04309-
C02-01

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 98-103, 2005.
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paper is our claim that aspect-oriented techniques may be used for adding non-
functional properties to Web Services. This way, we could abstract our deployment
from these properties in the implementation to deal with them later. In addition, we
will show how WSDL files may be modified, appending information on the properties
added. In this sense, some properties are service-exclusive, that is, they do not affect
the clients. However, other properties in the service, which do affect the client in the
operation result or involving changes to his code, can be used by them optionally.

The rest of the paper is organized as follows: in Section 2, a case study is presented
to identify the said problems. Section 3 outlines how AOP can help to solve this prob-
lem, and how Aspect] has been used and applied in Web Service development, allow-
ing the addition of different kinds of non-functional properties in a modularized way.
In Section 4, we discuss our proposal, whereas other related approaches are examined
in Section 5, and the main conclusions are presented in Section 6.

2 Crosscutting Concerns in Web Services

Consider a simple example of a travel agent service, which offers four different op-
erations: countryAirportInformation provides information about all the airports in a
particular country; nameAirportInformation provides information on a given airport,
weatherAirportInformation provides information about the weather in the airport in
question; finally, buyAirlineFlight allows the user to buy a pre-booked flight.

The non-functional timing property could be added in order to calculate the time of
use of two of our operations: countryAirportInformation and nameAirportinforma-
tion. This addition would cause code to be repeated and scattered all over the applica-
tion, which implies not only a bad design, but also problems in maintenance and evo-
lution. Furthermore, if we now wished to add the same property to the other
operations, we would have no chance of reusability.

AORP is the answer to the problem, since it was created to design and code crosscut-
ting concerns. AOP deals with elements that are scattered all over an implementation.
As a result, we can modify these properties without influencing the rest of the code in
the application. AOP is also successfully used in the Web Service domain for imple-
menting orchestrations and reusing their interaction patterns [7].

3 Adding Non-functional Properties to Web Services

In this section we are going to show how aspect-oriented techniques may be used in
order to solve the difficulties presented above. AOP describes five kinds of elements
to modularize crosscutting concerns: firstly, we have to define the join point model
which indicates the points where new behaviours could be included. Secondly, we
have to define a way to indicate the join points in question to specify in which points
of the implementation we wish to insert the new code. Next, we ought to determine
how we are going to specify the new behaviour. We would then encapsulate the speci-
fied join points and their corresponding behaviours into independent units. Finally, a
method to weave the new code with the original one has to be applied [4].
Non-functional properties are always added in the service. However, property addi-
tions to the service can sometimes affect the client, not only on the result of the invo-
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cation, but also involving changes in his code. In this sense three different alternatives
will be studied: properties which do not affect the client, properties which affect the
client on the result, and those which affect the client in his codification.

3.1 Properties Which Do Not Affect the Client

The timing property can be modelled as an AspectJ aspect. This property only affects
the service, as the client obtains the same information from the operation whether the
time of use is being monitored or not. For our example, the property would be imple-
mented as depicted in Figure I, where we highlight pointcut Information(), which
injects code in the execution of methods countryAirportInformation and nameAir-
portInformation. The corresponding advice shows the code to be injected.

public aspect TimingAspect {
poil Infi ieni}: ion{public * * countryAirporinformation{..}) || execution (public *.* nameAirporinformationd..});
arcund ()z Information(){ long T1 = System.currentTimenilis();

proceed();

long T2 = System.currentTimehillis();

long fimeTaken= T2-T1;/ timeTaken used for its reguirements}

Fig. 1. Operations offered by TravelAgentService with an aspect modeling the timing property

The WSDL document is composed of different tags related to the interface, opera-
tions, parameters, ports..., of the service. The information appended, as shown, has the
duty to communicate new added properties to the client. This information facilitates
the properties description, the operations affected and whether they are optional or
not, as depicted in Figure 2. The WSDL file follows the W3C standard. This is the
reason why we have included that information in the documentation tag; conse-
quently, any client who does not know its function will not be affected at all.

<documentation>  <property name="Timing">
<description=" Timing property : the i ion time!>
=optional="no™>
<applied to> <operation name="countryAirpaor
ion name= A i i ied to=

<iproperty>

<!documentation=

Fig. 2. WSDL documentation tag with the timing property added

With the intention of making property addition with AspectJ transparent to the de-
veloper, apart from replacing the Java compilation by the AspectJ weaving, we have
created some additional compilation targets and a code generation process which will
be invoked during service building. Therefore, the developer chooses which property
he wants to apply and, in a totally transparent way, the aspect is generated and the
information added to the WSDL file at compilation time. This way, the developer,
when designing the application, can focus on its main functionality, adding the prop-
erties from a pool at a later stage.

3.2 Properties Chosen by the Client

We can also use the information added in the WSDL file to offer the client the possi-
bility of choosing which properties he wants to be applied during his invocation. In
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order to enable this to happen, two new processes have been included: one in the
client which intercepts the outgoing SOAP message to add the information about
which properties should be applied; the other one will be in the service, which inter-
cepts the incoming SOAP message to determine which properties have been chosen
by the client. On the other hand, we are going to differentiate between two cases:
firstly, those properties which can be chosen without the need of modifying the client
code, and secondly, those which do imply changes in the client code. Both processes
are represented in Figures 3a) and 3b), respectively.

i _'“‘\\~ %______?uantv - _(?;a‘litv? = —
EQ, -ﬂ' s b{@—— e > 3\?]’4. — = Quallivaspect

Fig. 3.a) Properties chosen by the client which do not imply code changes

o ™, Enerition Encryption? ﬁ
1 s ==t
EncryplionAspect . _ ﬂL’;] S ’ ———"" > =
=l }@;— - —D@— —» éﬁ‘( ___ DesEncryptionAspect
> b

Fig. 3.b} Properties chosen by the client which do imply code changes

Fig. 3. Processes for the addition of non-functional properties chosen by the client

3.2.1 Properties Which Do Not Imply Changes in the Client Code
Let us consider we have a service which offers stock market quotations. The service
can offer the same operation with real time or delayed quotations depending on the
kind of client. The client does not need to make changes to the code, but the result
may be different. Currently, the operation returns the delayed result (for regular cli-
ents), but with the Real Time property application, it returns the real time result (for
advanced clients). The advanced client developer will include the new target related
to the Real Time property at compilation. This target will modify the class which
intercepts the outgoing message for this property to be applied. Otherwise, the class
which intercepts the incoming message is included at service side to determine which
properties are requested, thus the aspects will implement one behaviour or the other.
In our case study we could apply one property of this type to the operation air-
portWeatherInformation, as represented in Figure 3a). The operation returns the tem-
perature when requested by ordinary clients; however, advanced clients receive a
larger amount of weather information. The implementation at client side is the same,
but the developer includes the Quality property so as to get more information.

3.2.2 Properties Which Imply Changes in the Client Code

Consider we want to provide security to our service. The Encryption property would
imply changes in the client codification. The service currently offers its operations
without encryption, but those clients who wish to have their invocations encrypted
can do so. The process, shown in Figure 3b), is as follows: The developer will include
the encryption target at compilation time so the class which intercepts the outgoing
message will include this property and the encryption aspect will be added. Similarly,
the same changes that took place in the previous case are implemented in the service:
the incoming message will be intercepted, and if encryption was included, the pa-
rameters will be desencrypted by the aspect at destination.
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4 Discussion: Attributes and Shortcomings

The benefits provided by the use of aspect-oriented techniques are twofold. Firstly, it
avoids crosscutting concerns, so service maintenance is kept simpler and the applica-
tion structure well modularized. On top of that, aspects may be reused to build other
services, thus diminishing developing costs and efforts, while improving the flexibil-
ity, reliability, and reusability of the application. In addition, the client is notified of
the non-functional properties that affect the Web Service through the WSDL docu-
mentation. In this sense, the client can choose from the battery of properties offered
by the service which ones should be applied during his invocation, and all the neces-
sary code will be generated automatically in a totally transparent way.

Table 1. Performance measurements for the addition of non-functional properties

| Timing | Quality | Encryption |

Metrics | 0 | AOP | 0 | AOP | 0 | AOP |
ART (ms) | 51425 | 53933 | 2225571 | 248805 | 84875 | 8865 |
ACN | 0 | 1 | 0 | 2 | 1 | 1 |

PMM (%) | 45 | 0 | 60 | 0 | 30 | 0 |
EIN | 1 | 0 | 0 | 0 | 1 | 0 |

Finally, Table I shows the performance metrics we have measured on the example
implemented with (AOP) and without (O) AOP techniques. To start with, the average
response time (ART) is quite similar in both implementations, although the AOP time
is slightly longer, it is not a big price to pay for the improvements. Secondly, the
number of classes added (ACN) is bigger when using AOP, as we implement the
properties in aspects. Besides, no method has to be modified at all when using aspects
(PMM), whereas, when no aspects are used, every method which will be offered as a
new operation will undergo modification, with a high percentage of lines to be added.
Finally, new external invocations (EIN) have to be added if we do not use AOP. For
all these reasons, our proposal proves to be rather efficient at performance as response
time is not wasted while improving modularity, reusability and maintenance.

5 Related Work

Although there are undoubtedly important infrastructural issues concerning Web
Services, there seems to be little discussion on how to add non-functional properties
to them.

Firstly, we can distinguish one contribution from S. Gobel et al., where non func-
tional properties, such as security, accuracy or other service quality-related ones, are
specified in component models by using aspects [5]; we walk one step ahead using
this technology along with Web Services.

Secondly, MB. Verheecke et al. suggest the use of a dynamic aspect-oriented lan-
guage called JAsCo for decoupling services from the application that invokes them
[10]. They focus mainly on the client side; in contrast, our proposal uses a general use
aspect-oriented language and is mainly centred on the server side.
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Finally, we can also mention a paper that concentrates on a new language based on
XML, AO4BPPEL, being one aspect-oriented extension for BPEL [2]. In contrast
with our proposal based on languages with wide applications support, they need a
new weaver for the proposed language, which is not available on the Web nowadays.

6 Conclusions

The results obtained in this study show how AOP is really useful in order to avoid
crosscutting in Web Service development. In particular, Aspect] has been used for
dealing with concerns which crosscut Web Service implementation, while improving
the reusability of non-functional properties in the development of different services.
One of the main advantages of our proposal is the possibility of adding these prop-
erties without modifying the service code, as well as adding some information about
them in the WSDL file, without hindering the client who disclaims the use of aspects
tags. The client who is aware of the usefulness of this information can choose the
properties which will be applied during his invocation. The necessary code would be
generated in a totally transparent way both in the service and in the client's side.
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Abstract. Non-functional requirements are critical in web engineering applica-
tions, but often ignored. Usually, these are articulated as statements of objectives,
as opposed to prepositional assertions. A key challenge in dealing with objectives
is that there is no obvious means of deciding when they are satisfied. In effect,
these objectives are never fully satisfied, but satisficed to varying degrees. Al-
ternative design decisions need to trade-off varying degrees of satisfaction of
potentially mutually contradictory non-functional requirements. The key con-
tribution of this paper is the use of the hierarchical constraint logic programming
framework [3, 6] in dealing with non-functional requirements. We show how
NFRs can be formulated as soft constraints and how the machinery associated
with constraint hierarchies can be used to evaluate the alternative trade-offs in-
volved in seeking to satisfy a set of non-functional requirements that might pull
in different directions.

1 Introduction

Non-functional requirements [2] are concerned about the quality characteristics of a
software system. NFRs are extremely important for the design of a system. Any errors,
omissions, inaccuracies to take NFRs into account may cause unexpected failures of
systems. Non-functional requirements are specially important in web engineering
applications, but often ignored. Usually, NFRs are articulated as statements of objec-
tives, as opposed to prepositional assertions (that evaluate to true or false). For exam-
ple, the stakeholders may want the security levels of the system to be high, the per-
formance be also high, and the cost be maintained as low as possible, etc. A key
challenge in dealing with objectives is that there is no obvious means of deciding when
they are satisfied. In effect, these objectives are never fully satisfied, but satisficed to
varying degrees. Alternative design decisions need to trade-off varying degrees of
satisfaction of potentially mutually contradictory non-functional requirements.

The key contribution of this paper is the use of the hierarchical constraint logic
programming framework [3, 6] in dealing with non-functional requirements. Constraint
logic programming was developed to extend the ability of traditional logic program-
ming to deal with knowledge (facts and rules) expressed as Horn clauses with specially
designated constraint predicates. The resulting systems were more efficient than
standard logic programming systems because of their ability to use to special-purpose
constraint solvers, which, in effect, understood the “meaning” of the constraint
predicates, and dealt with them in more efficient ways than the resolution proof pro-
cedure that most logic programming systems relied on. Constraint logic programming
also offered better expressivity. Hierarchical constraint logic programming (HCLP)
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was developed to deal with the fact that many of the constraints articulated by users in
real-life problems are soft constraints, i.e., these were constraints that one would
ideally seek to satisfy, but which could be violated (or satisfied to a lesser degree) if
absolutely necessary. Soft constraints typically have varying degrees of priority, hence
the HCLP framework permits the specification of constraint hierarchies, i.e., sets of
soft constraints labelled with varying degrees of priority. Our larger project seeks to
deploy the full capability of the HCLP framework in dealing with non-functional
requirements. In the current paper, for the sake of brevity, we only focus on the con-
straint hierarchy component of framework. Our focus is on showing how NFRs can be
formulated as soft constraints and how the machinery associated with constraint hier-
archies can be used to evaluate the alternative trade-offs involved in seeking to satisfy a
set of non-functional requirements that might pull in different directions.

The rest of this document is organized in the following manner. In Section 2, we give
an overview of non-functional requirement. In section 3, we detail the constraint hier-
archy level. In section 4, an example is given to illustrate how to apply our proposed
method to solve conflicts among NFRs of software requirements and section 6 is the
conclusion.

2 Non-functional Requirements

A key challenge in dealing with NFRs is articulating them in terms of metrics, on which
one could then apply thresholds or seek to maximize or minimize. In Tablel, we list
possible measures for some NFRs, along the lines of the proposal in [1]. Those possible
metrics would permit us to formulate constraint-style representations of NFRs. In this
table, we only list part of those attributes that are easy to be specified using numbers,
while there still exist other attributes that are difficult to be expressed in explicit nu-
meric way, for instance, reliability, portability, etc. We believe that quantitative metrics
for these can also be developed in the future, adding strength to our proposal.

The purpose of the NFRs level in our approach is to capture and represent non
functional requirements. The structure for this level is defined below:

Definition 1. Non-functional requirement level is described as a tuple:

NFRL =< Q, A> where:

— Q is set of non-functional requirements,

— A is set of quality factors associated with each non-functional requirements in Q.

3 Constraint Hierarchy Level

After requirement elicitation, designers usually need to express preferences on each
non-functional requirements of this system as well as on functional requirements.
Preferences on non-functional requirements can be specified as soft constraints and the
functional requirements can be expressed as hard constraints. In this level we need to
formalize soft constraints for quality factors specified in NFRs level. In order to make
those constraints computable, we choose a proposed mechanism hierarchical constraint
hierarchy [3,6]. Constraint hierarchies (CHs) belong to traditional frameworks for
handling of over-constrained problems. They allow expressing hard constraints which
have to be satisfied and several preference levels of soft constraints which violations
are minimized level by level subsequently [5].
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Table 1. Possible Measures of some quality attributes

Quality Possible Measures
Attribute
Security Time/effort/resources required, probability of detecting attack,

percentage of services still available under denial-of-services
attack; restore data/services; extent to which data/services damaged
and/or legitimate access denied; resources needed for satisfying
these demands; cost to satisfying these demands.

Efficiency response time, miss rate, data loss, concurrent transaction number,

Availability time interval when the system must be available, available time,
time interval in which system can be in degraded mode, repair time,
task time, number of problems solved

Cost cost in terms of elements affected,effort,money;extent to which this
affects other functions or quality attributes

Maintainability cost in terms of number of elements afftected,effort,money

Accuracy number of error ,rate of fail or successful operations to total
operation, amount of time/data lost
Usability use system efficiently, minimize impact of errors

Firstly, let us have a brief review of the hierarchical constraint logical programming.
To introduce the constraint hierarchies, we use the definition of constraint hierarchies
in [6]. A constraint is a relation over some domain D. A constraint is thus an expression
of the form p(t,,...t,) where p is an n-ary symbol in domain D and each #;is a term. A
labeled constraint is a constraint labeled with a strength, written /c where c is a con-
straint and [ is a strength. In a constraint hierarchy, the stronger a constraint is, the
more it influences the solution of the hierarchy. A constraint hierarchy is a finite set of
labeled constraints. And in the same level, weight can be used to determine which
constraint is more important. A valuation for a set of constraints is a function that maps
free variables in the constraints to elements in domain D over which the constraints are
defined. A solution to a constraint hierarchy is such a set of valuations for the free
variables in the hierarchy that any valuation in the solution set satisfies at least the
required constraints. An error function e(c#) is used to indicate how nearly constraint ¢
is satisfied for a valuation 6. CHs define the so called comparators aimed to select
solutions (the best assignment of values to particular variables) via minimizing errors
of violated constraints. Currently, there three groups of comparators: global, local and
regional comparators. For a local comparator, each constraint is considered individu-
ally, for a global comparator, the errors for all constraints at a given level are aggre-
gated using combining function g. For a regional comparator, each constraint at a given
level is considered individually. There are a number of comparators by defining the
combining function g and the relations <>g and <g for each (the symbol <> means
equal). Global comparator includes weighted-sum-better, worse-case-better and
least-squares-better.

After the quick review about CH, now we can introduce constraint hierarchy level.
NFR level states quality factors of the system, while not all variables relating to quality
factors can be assigned values. So the variables of constraint hierarchy is a projection
on the whole set of quality factors. In table 1, we have listed some possible measures
for those quality attributes that are easy to be measured using hard numbers. Then for
each non-functional requirement, they have a set of quality factors that have been
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assigned with values. And each non-functional requirement has its label assigned
manually by stakeholders. Therefore, all NFRs and quality factors associated to them
could compose a constraint hierarchy.

Before comparing valuations, we need to identify a prefer solution in constraint
form. For example, we may set the prefer cost to be 0 and response time to be 0, al-
though they cannot be satisfied. This solution can be used as a method to compare the
proposed solutions after the computation of the hierarchical model, usually, solution
with the smallest distance from this predefined solution is set as the best solution.

Now we can give the comparison process for constraint hierarchy: 1) For each
quality factor, choose the value from a constraint about it in the highest label level; 2) if
cannot find the solution after stepl, then choose the value from a constraint about it
with the highest weight; 3) if cannot find the solution after step2, then use comparator
to choose the value from a constraint about it which has the smallest error sequence; 4)
I if cannot find the solution after step3, then compare values from constraints with the
value of this quality factor from prefer solution, choose the value with shortest distance.

4 Case Study

This section briefly illustrates how the approach we proposed can be applied, through a
case study of the analysis and design of a web-based financial trading system, Financial
bundle trading system (FBTS) [5].

FBTS is a web-based continuous electronic market that traders can use to execute
bundle orders. With a bundle order, a trader can order a combination of stocks or assets.
FBTS is an automated, continuous auction market that executes bundle orders to buy
and sell.

The main non-functional requirements for FBTS could be elicited as: Security, Ef-
ficiency, Cost, Maintainability, Usability and Accuracy. The structures for each
non-functional requirement are listed in table 2; CH is listed in table 3.

Table 2. Non-functional Level of FBTS

Q A

Security Response time, resources needed for satisfying these demands; cost in
terms of elements affected.

Efficiency response time, error rate, transaction speed, number of possible
concurrent transaction, cost in terms of elements affected

Accuracy rate of fail or successful operations to total operation, rate of data lost,
cost in terms of elements affected

Usability rate of impact errors

Cost budget cost

Maintainability recovery time, repair time, cost in terms of elements affected

A prefer solution for this constraint hierarchy is the values of cost, response time,
error rate, recovery time, repair time and rate of fail operations are 0 respectively, and
transaction speed and concurrent transaction are 5000 respectively. Based constraint
hierarchy stated in table 2, a simpler form of constraint hierarchy can be generated.
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Table 3. Constraint hierarchy for FBTS

Q Label Weight A Constraint
Response time (rt), resources needed = 1s
Security Strong 1 for satisfying these demands; cost in c ;21 000
terms of elements affected (c). ’
response time (rt), error rate(er), rt=0.3s
. er<0.01%
Efficienc Stron 1 transaction speed(s), number of ts > 1000/min
y & possible concurrent transaction (ct), £ >1000
cost in terms of elements affected (c) ¢ >25.000
rate of fail or successful operations to fr<001%
total operation(fr), rate of data
Accuracy Strong 0.8 . rdl< 0.01%
lost(rdl), cost in terms of elements
¢>22,000
affected(c)
Cost Medium 1 budget cost(c) ¢ < 20,000
Maintain- Weak | recovery time(ryt), repair time(rpt), :y: : ;nr::]nn
ability cost in terms of elements affected(c) cp> 15.000

Strong  rt=1, ¢>21,000

Strong  rt=0.5, ts>1000, ct>1000, c>25,000, er<0.0001
Strong  fr<0.0001, ¢>22,000, rdl<0.0001

Medium ¢<20,000

Weak  ¢>15,000, ryt<l, rpt<2

From the above constraint hierarchy, we can see that there exist conflicts for cost (c)
in Strong level and Medium level and for attribute response time (rt) in Strong level. In
this constraint hierarchy, there is no required constraint, so Strong is the biggest
strength. Correspondingly, for attribute cost, we only consider the value in the Strong
constraints. At Strong level, there is still the response time conflict. The weights for
these two constraints are equal; we cannot depend on weight to select the solution. So,
we choose comparator to compare these two solutions. If we choose response time
greater than 1 second, the error sequence is [[0],[0.5]], while if we choose response
time being 0.5 second, the error sequence is [[0.5],[0]]. We still cannot get the better
solution. Finally, we compare the distance between these two solutions and the prefer
solution predefined, and the solution with response time has the shorter distance, so rt
0.5 is chosen. The best solution is rt < 0.5, ts > 1000, ct > 1000, c> 25,000, ryt< 1, rpt
< 2, er < 0.0001, fr < 0.0001.

5 Conclusions

In this paper we have proposed a meta-level framework that can be used to detect and
solve potential conflicts among non-functional requirements by constructing constraint
hierarchy based on all possible quality factors relate to the prospective system. With the
constraint hierarchy and the selection steps stated in section 3, possible solutions can be
generated after the comparisons among constraints. Our proposed approach only fo-
cuses on conflicts that might arise among the cooperation between different
non-functional requirements with the assumption that conflicts among stakeholders
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have already been eliminated after negotiation. In this paper, we only focus on those
non-functional requirements that are easy to be specified using hard numbers, while
there are still many other non-functional requirements, such as, reliability, portability,
etc., which are not mentioned in this paper. These will be remained as future work.
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Abstract. Surveying and classifying previous work on a particular field have
several benefits, which are: i) to help organise a given body of knowledge; ii) to
provide results that can help identify gaps that need to be filled; iii) to provide a
categorization that can also be applied or adapted to other surveys; iv) to pro-
vide a classification and summary of results that may benefit researchers who
wish to carry out meta-analyses. This paper presents a survey literature of hy-
permedia and Web size metrics published within the last 12 years and classifies
the surveyed studies according to a proposed taxonomy. In addition, we also
discuss the changes, mainly in the motivation for size metrics, that have oc-
curred during our review period.

Introduction

Within the last 12 years several hypermedia and Web size metrics have been pro-
posed, mainly motivated to help the authoring process of applications or to be used
for Web cost estimation. Despite their importance for Web practitioners and those
investigating Web cost estimation there is no single reference to date that classifies
and compares such metrics.

We are aware of two previous surveys on Web metrics [4],[9] however none

looked specifically into hypermedia and Web size metrics or metrics for authoring
and cost estimation.

Dhyani et al. [4] concentrates on metrics that belong to one of the following six

categories:

Web Graph Properties — Metrics that measure structural properties of the Web on
both macroscopic and microscopic scales.

Web Page Significance — Metrics used to assess candidate pages in response to a
search query and have a bearing on the quality of search and retrieval on the Web.
Usage Characterization — Metrics that measure user behavior aiming at improv-
ing the content, organization and presentation of Web sites.

Web Page Similarity — Metrics that measure the extent of association between
Web pages.

Web Page Search and Retrieval — Metrics for evaluating and comparing the per-
formance of Web search and retrieval services.

D. Lowe and M. Gaedke (Eds.): ICWE 2005, LNCS 3579, pp. 110-123, 2005.
© Springer-Verlag Berlin Heidelberg 2005



Towards a Taxonomy of Hypermedia and Web Application Size Metrics 111

e Information Theoretic — Metrics that capture properties related to information
needs, production and consumption.

Calero et al. [9] provides a survey where Web metrics are classified into three di-
mensions, all related to Web quality:

o Web Features Dimension — Incorporates Content, Navigation and Presentation
metrics.

e Quality Characteristics Dimension — Incorporates Functionality, Reliability, Effi-
ciency, Portability and Maintainability metrics.

e Life Cycle Processes Dimension — Process metrics related to a Web development
life cycle.

In addition to the above classification they also assess their surveyed metrics ac-
cording to a second criteria:

e Granularity Level — Whether the metric’s scope is a “Web page” or “Web site”.

e Theoretical Validation — Whether or not a metric has been validated theoretically.

e Empirical Validation — Whether or not a metric has been empirically validated.

e Automated Support — Whether or not there is a support tool that facilitates the
calculation of the metric.

The contribution of this paper is twofold: first, to provide a survey on hypermedia
and Web size metrics based on literature published within the last 12 years; second, to
provide a taxonomy of size metrics that helps classify this existing body of knowl-
edge. A taxonomy represents a model that is used to classify and understand a body
of knowledge [13].

The classification used by our taxonomy was based on basic concepts of software
measurement [10], [14],[3].

The remainder of this paper is organised as follows: Section 2 introduces our tax-
onomy, explaining terms and definitions that are part of this classification. Section 3
presents our literature review, which was based on 15 papers. Section 4 applies the
proposed taxonomy to classify each of the papers from our literature review. In Sec-
tion 5 we discuss the change in trends that have occurred in the area of hypermedia
and Web metrics within the last 12 years. Finally, conclusions are presented in Sec-
tion 6.

2 Size Metrics Taxonomy

The basis for the taxonomy we propose consists of software measurement concepts
[10], [14] and literature in software size metrics and measurement [3].

Motivation: Describes the rationale for proposing a given size metric. Examples of
motivation can be “to help author hypermedia applications”, or “to estimate effort”.

Harvesting Time: Describes when in the development life cycle the metric should be
measured or estimated. This category can be simply “Early size metric” or “Late size
metric”, however a longer description can also be given whenever necessary (e.g.
“Late size metric to be measured after the implementation is finished”).

Metric Foundation: Describes whether the size metric is a Problem-orientated met-
ric or a Solution-orientated metric [3].
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e Problem-Orientated Metric: A problem-orientated metric assumes that an applica-
tion size corresponds directly to the size of the problem to be solved in order to
deliver a corresponding application. So, the greater the problem, the greater the
size. In this context, the problem to be solved is denoted by the functionality of
the application to be developed. Problem-orientated size metrics generally take the
form of surrogate metrics of functionality. These metrics can be extracted from
the specification or design documents. An example of a common problem-
oriented metric is Function Points, which aims to measure the size of an applica-
tion in terms of the amount of functionality within the application, as described by
its proposed specification.

o Solution-Orientated Metric: In contrast, a solution-orientated metric assumes that
an application’s size corresponds to the actual delivered size of an application
(e.g. Lines of code).

Class: Allows for the organisation of size metrics into either of three possible classes:
Length, Complexity, and Functionality [10].

o Length: Measures the physical size of a hypermedia or Web application;

o Functionality: Measures the functions supplied by the application to the user;

o Complexity: Measures the structural complexity of a hyperdocument, where the
structure of a hyperdocument is represented by the way nodes are interconnected
by links.

According to the descriptions given above, we can say that the foundation for both
length and complexity metrics is “solution-orientated”, whereas the foundation for a
functionality size metric is “problem-orientated”.

Entity: Represents the product to which the size metric is associated. Possible values
are “Web hypermedia application”, “Web software application”, “Web application”,
“Hypermedia application”, “Hypertext application”, "Media”, “Program/Script”.

e Web Hypermedia Application [5]: A non-conventional software application
where chunks of information are generally text/images/video and the structure is
static.

o Web Software Application [5]: A conventional software application that depends
on the Web or uses the Web's infrastructure for execution (e.g. legacy information
systems, e-commerce).

o Web Application: An application that combines characteristics of both Web soft-
ware and Web hypermedia applications.

e Media: A multimedia component, e.g. graphic, audio, video, animation, photo-
graph.

e Program/Script: Code employed to add functionality to an application (e.g. Perl
scripts, javasrcipt).

Measurement Scale: Describes the nature of the mapping M from the empirical
system to the numerical/symbolic system and determines what sort of manipulations
we can apply to a metric. The five scales are Nominal, Ordinal, Interval, Ratio and
Absolute [10], as follows:

e Nominal: Defines classes or categories, and places entities in a particular class or
category, based on the value of the attribute.
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e Ordinal: Augments the nominal scale with information about an ordering of
classes or categories.

e [nterval: Augments the ordinal scale with information about the size of the inter-
vals that separate the classes.

e Ratio: Preserves ordering, the size of intervals between classes, and ratios be-
tween classes. Can have one or more associated unit(s) of measurement.

e Absolute: The metric always takes the form “number of occurrences of x in the
entity E”. Has associated only one unit of measurement.

Computation: Describes whether a size metric can be measured Directly or Indi-
rectly [10]. Indirect measurement means that the metric is computed based on other
metrics. Conversely, Direct measurement means that the size metric does not rely on
other metrics in order to be measured.

Validation: Describes whether a size metric has been validated. Possible values are

“validated Empirically”, “validated Theoretically”, “Both”, and “None”. This is simi-
lar to one of the criterion suggested by Calero et al. [4].

Model Dependency: Represents whether a size metric requires the use of a specific
Web methodology or model in order to be measures. Possible values are “Specific”,
and “Nonspecific”.

3 Literature Review of Hypermedia and Web Size Metrics

This Section presents a literature review of hypermedia and Web size metrics pro-
posed within the past 12 years, described in chronological order. We have not de-
tailed too much these metrics due to shortage of space.

3.1 1992 - Size Metrics by Botafogo et al.

Botafogo et al. [1] proposed size metrics to be used to help identify problems with the
hyperdocument being created. Their focus was on the hyperdocument’s navigation
rather than on its content.

o Compactness: Measures how well connected (by links) a hyperdocument is. Its
value varies between zero (completely disconnected) and one (completely con-
nected).

e Stratum: Measures to what degree the hyperdocument is organised into a single
reading path. Its value varies between zero (no imposed reading order) and one
(single path).

3.2 1995 - Size Metrics by Yamada et al.

Yamada et al. [21] proposed size metrics to measure authoring and maintenance
problems.
o [nterface Shallowness: Cognitive load on users. Assumes that applications are

structured hierarchically, each level corresponds to a cognitive “layer”, and mov-
ing from one layer to another increases the cognitive load on users.
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Downward Compactness: Structural complexity of reaching the n™ node from the
root.

Downward Navigability: Measures hypermedia navigability, where an easily
navigable hypermedia application (1) has a shallow interface layer from the root
to the n™ node and (2) is compact from the root (that is, it is structurally simple to
reach the n'™ node from the root).

3.3 1995 - Size Metrics by Hatzimanikatis et al.

Hatzimanikatis et al. [12] proposed size metrics to measure the readability and main-
tainability of hypermedia applications.

Path Complexity: The number of different paths or cycles that can be found in a
hyperdocument, assuming it to be a graph. The path complexity of a linear hyper-
document is minimal.

e Tree Impurity: The extent to which a graph deviates from being a tree.
e Modularity: Measures if the nodes are self-contained and independent.

Individual Node Complexity: Complexity that a single node imposes on the over-
all structure.

3.4 1996 - Size Metrics by Bray

Bray [2] proposed size metrics to measure the size of Web applications.

Page Size: Measured in three different ways:

1. The sum of space used (Kbytes) by its Web pages (PS1);

2. The sum of the number of words in its Web pages (PS2);

3. The sum of the number of image references in its Web pages (PS3).

Outbound Connection: Number of links that point to another Web applica-
tion/site.

Inbound Connection: Number of links from other applications pointing to applica-
tion w.

3.5 1997 - Size Metrics by Fletcher et al.

Fletcher et al. [11] proposed size metrics to predict effort to develop multimedia ap-

plications'.

Media Type: Number of graphics, audio, video, animations, photographs.
Media Source: If media is original or reused.

Component Duration: Duration of an animation, sound or video.

Number of Objects (including sounds): Number of objects on the screen.
Screen Connectivity: Number of links between a screen and other screens.
Screen Events: Number of events on a screen.

Actions per Event: Average number of actions per event.

1

Although this work targets at multimedia applications, the strong similarities allow for the
same assessment to be applied to hypermedia applications
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3.6 1998; 2000 — Size Metrics by Cowderoy

Cowderoy [7],[8] proposed size metrics to predict effort to develop Web applications.

Web application

Web Pages: Number of Web pages in an application.

Home Pages: Number of major entry points to the Web application.

Leaf Nodes: Number of Web pages in an application that have no siblings.

Hidden Nodes: Number of Web pages excluded from the main navigation buttons.
Depth: Number of Web pages on the second level that have siblings.

Application Paragraph Count: Number of PPC for all Web pages in an applica-
tion.

Delivered Images: Number of unique images used by the Web application.

Audio Files: Number of unique audio files used in a Web application.

Application Movies: Number of PMs for all the Web pages in an application.

3d Objects: Number of files (inc;. 3D objects) used in a Web application.

Virtual Worlds: Number of files (incl. virtual worlds) used in a Web application.
External Hyperlinks: Number of unique URLSs in the Web application.

Web page

Actions: Number of independent actions by use of Javascript, Active X etc.

Page Paragraph Count (PPC): Number of paragraphs in a Web page.

Word Count: Number of words in a Web page.

Navigational Structures: Number of different structures in a Web page.

Page Movies (PM): Number of movie files used in a Web page.

Interconnectivity: Number of URLs that link to other pages in the same applica-
tion.

Media

e [mage Size (IS): Computed as width * height.
e [mage Composites: Number of layers from which the final image was created.
e Language Versions: Number of image versions that must be produced to accom-

modate different languages or different cultural priorities.
Duration: Summed duration of all sequences within an audio file.

e Audio Sequences: Number of sequences within the audio file.

Imported Images: Number of graphics images imported into an audio file.

Program

Lines of Source Code: The number of lines of code in a program/script.
McCabe Ciclomatic Complexity: The structural complexity of a program/script.

3.7 1999; 2000; 2001 — Size Metrics by Mendes et al.

Mendes et al. [16]-[18] proposed size metrics initially to estimate effort to develop
Hypermedia applications [17] and later to estimate effort for Web applications

[16],[18].



116  Emilia Mendes, Steve Counsell, and Nile Mosley

Hypermedia application

Hyperdocument Size: Number of files (e.g. HTML files).

Complexity

Connectivity: Number of non-dynamically generated links within a hypermedia
application.

Compactness: Measures how inter-connected the nodes are.

e Stratum: Measures to what degree the application is organised for directed read-

ing.
Link Generality: Measures if the link applies to a single or multiple instances.

Web application

Page Count: Number of HTML or SHTML files .

Media Count: Number of unique media files.

Program Count: The number of CGI scripts, JavaScript files, and Java applets.
Total Page Allocation: Space (Mbytes) allocated for all HTML or SHTML pages.
Total Media Allocation: Space (Mbytes) allocated for all media files.

Total Code Length: Number of lines of code for all programs.

Reused Media Count: Number of reused or modified media files.

Reused Program Count: Number of reused or modified programs.

Total Reused Media Allocation: Space (Mbytes).allocated for all reused media
files.

Total Reused Code Length: Number of lines of code for all reused programs.
Code Comment Length: Number of comment lines in all programs.

Reused Code Length: Number of reused lines of code in all programs.

Reused Comment Length: Number of reused comment lines in all programs.

Total Page Complexity: Average number of different types of media used, exclud-
ing text.

Connectivity: Number of internal links, not including dynamically generated
links.

Connectivity Density: Computed as Connectivity divided by page count.

e Cyclomatic Complexity: Computed as Connectivity -page count) + 2.

Web page

Page Allocation: Allocated space (Kbytes) of a HTML or SHTML file.

Page Complexity: Number of different types of media used on a page, not includ-
ing text.

Graphic Complexity: Number of graphics media.

Audio Complexity: Number of audio media.

Video Complexity: Number of video media.

Animation Complexity: Number of animations.

Scanned Image Complexity: Number of scanned images.

Complexity

Page Linking Complexity: Number of links.

Media

Media Duration: Duration (minutes).of audio, video, and animation
Media Allocation: Size (Kbytes) of a media file.
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Program

e Program Code Length: Number of lines of code in program.

3.8 2000 - Size Metrics by Rollo

Rollo [21] did not suggest any new size metrics. However, he was the first, as far as
we know, to investigate the issues of measuring functionality of Web applications
aiming at cost estimation, using numerous function point analysis methods.

e Functional Size: Number of function points associated with a Web application.
Function points were measures using COSMIC-FFP2, Mark II and Albrecht [21].

3.9 2000 - Size Metrics by Cleary

Cleary [6] proposed size metrics to estimate effort to develop Web applications.

Web hypermedia application

e Non-textual Elements: Number of unique non-textual elements within an applica-
tion.

e Externally Sourced Elements: Number of externally sourced elements.

e Customised Infra-structure Components: Number of customised infra-structure
components.

o Total Web Points: Size of a Web hypermedia application in Web points.

Web software application

e Function Points: Functionality of a Web software application.
Web page

o Non-textual Elements Page: Number of non-textual elements.

o Words Page: Number of words.

o Web Points: Length of a Web page. Scale points are “Low”, “Medium” and

“High”. Each point is attributed a number of Web points, previously calibrated to
a specific dataset.

e Complexity

o Number of Links into a Web Page: Number of incoming links (internal or external
links).

e Number of Links out of a Web Page: Number of outgoing links (internal or exter-
nal links).

o Web Page Complexity: Complexity of a Web page based upon its number of
words, and combined number of incoming and outgoing links, plus the number of
non-textual elements.

2 COSMIC-FFP = COmmon Software Measurement International Consortium-Full Function
Points
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3.10 2000 - Size Metrics by Reifer

Reifer [20] proposed size metrics to be used to estimate effort to develop Web appli-
cations.

o Web Objects: The number of Web Objects in a Web application using Halstead’s
equation for volume, tuned for Web applications. The equation is as follows:
V= Nlogy(n) = (N, + N,) log, (n; + ny) (D
where:

N = number of total occurrences of operands and operators
n = number of distinct operands and operators

N, = total occurrences of operand estimator

N, = total occurrences of operator estimators

n; = number of unique operands estimator

n, = number of unique operators estimators

V = volume of work involved represented as Web Objects

Operands are comprised of the following metrics:

e Number of Building Blocks: Number of components, e.g., Active X, DCOM,
OLE.

o Number of COTS: Number of COTS components (including any wrapper code).

Number of Multimedia Files: Number of multimedia files, except graphics files.

Number of Object or Application Points [7],[8]: Number of object/application

points etc.

Number of Lines: Number of xml, sgml, html and query language lines.

Number of Web Components: Number of applets, agents etc.

Number of Graphics Files: Number of templates, images, pictures etc.

Number of Scripts: Number of scripts for visual language, audio, motion etc.

3.11 2003 - Size Metrics by Mangia and Paiano

Mangia and Paiano proposed size metrics to estimate effort to develop Web applica-
tions modelled using the W2000 methodology [15].

Web application

Macro: Macro-functions required by the user.

DEI: Input data for each operation.

DEO: Output data for each operation.

Entities: Information entities which conceptually model the database.

AppLimit: Application limit of each operation.

Linteraction: Level of interaction various users of the application have in each

operation.

o Compatibility: Compatibility between each operation and application’s delivery
devices.

e TypeNodes: Types of nodes which constitute the navigational structure.

o Acessibility: Accessibility associations and pattern of navigation between node

types.
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NavCluster: Navigation cluster.

ClassVisibility: Visibility that classes of users have of the navigational structure.
DeviceVisibility: Visibility that delivery devices have of the navigational struc-
ture.

3.12 2003 - Size Metrics by Mendes et al.

Mendes et al. [19] proposed size metrics to estimate effort to develop Web applica-
tions.

Web Pages: Number of Web pages in a Web application.

New Web Pages: Number of Web pages created from scratch.

Customer Web Pages: Number of Web pages provided by the customer.
Outsourced Web pages: Number of outsourced Web pages.

Text Pages: Number of text pages (A4 size) that had to be typed.

Electronic Text Pages: Number of reused text pages in electronic format.

Scanned Text Pages: Number of reused text pages that had to be scanned with
OCR

New Images: Number of new images/photos/icons/buttons created.

Electronic Images: Number of reused images/photos in electronic format.
Scanned Images: Number of reused images/photos that need to be scanned.
External Images: Number of images obtained from an image/photo library or out-
sourced.

New Animations: Number of new animations (Flash/gif/3D etc) created from
scratch.

e External Animations: Number of reused animations (Flash/gif/3D etc).
e New Audio: Number of new audio/video clips created.

External Audio: Number of reused audio/video clips.

High Fots: Number of Hig,rh—effort3 features off-the-shelf (FOTS), i.e., reused as
is.

e High FotsA: Number of High-effort FOTS adapted to local circumstances.
e High New: Number of new High-effort Feature/ Functionality developed from

scratch.

e Fots: Number of Low-effort FOTS, i.e., reused as is.
e FotsA: Number of Low-effort FOTS adapted to local circumstances.
e New: Number of new Low-effort Feature/ Functionality developed from scratch.

4

Application of Taxonomy to Surveyed Size Metrics

This Section discusses the literature review presented in Section 3 in light of the tax-
onomy proposed in Section 2. In order to provide a more effective discussion, we
have summarised the main findings from the literature review, presented as Table 1.
The literature review was based on 15 studies, where 133 metrics were proposed in

3

High effort means that a single feature used at least 12 person hours to be created from
scratch or four person hours to be adapted
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total. The detailed results for the application of the taxonomy to the size metrics can
be downloaded from http://www.cs.auckland.ac.nz/~emilia/detailedtable.pdf.

Eleven studies (73%) proposed size metrics motivated by their use to estimate ef-
fort for developing applications. This suggests that, at least for the studies motivated
towards effort estimation, size metrics should be harvested early in the development
cycle to be of use for estimating effort and costs. However, out of the 109 metrics
proposed for effort estimation, only 33 metrics (30%) are Early metrics, all of which
were proposed by only two studies [19], [15]. Most of the proposed metrics are solu-
tion-orientated (83%) and length (62%) metrics. Thirteen (64%) metrics, out of a total
of 19 functionality metrics, measure functionality using some of the function points
analysis methods, and the remaining six base their measurement on a list of fea-
tures/functions to be provided to customers at the start of the development [19].

Table 1. Summary of Literature review findings

Category Values studies %o
Help author hypermedia applications 1 6.6%
To give feedback on possible improvements that will lead to better

. . 1 6.6%
authoring and maintenance

Motivation Measure readability and maintainability 1 6.6%
to measure the size of Web applications 1 6.6%

estimate effort to develop multimedia applications 1 6.6%

to estimate effort to develop Web applications 9 60%
to estimate effort to develop hypermedia applications 1 6.6%

Category Values metrics %
. . Early 33 25%
Harvesting Time Late 100 75%
e . Problem-orientated 23 17%
Metric foundation Solution-orientated 110 83%
Length 82 62%
Class Functionality 19 14%
Complexity 32 24%

Web software application 1 1%

Web hypermedia application 4 3%
Web application 76 57%
Entity Hypermedia agplic‘ation 14 11%
Hypertext application 0 0%
Web page 22 16%

Media 11 8%

Program/Script 5 4%

Nominal 4 3%

Ordinal 4 3%

Measurement Scale Interval 0 0%
Ratio 118 89%

Absolute 7 5%
Computation Direct 103 77%
Indirect 30 23%
Empirically 69 52%

A Theoretically 0 0%
Validation Both 5 4%
None 59 44%

Slightly more than half of proposed size metrics (57%) relate to the entity Web ap-
plication, which suggests they can be used for static as well as dynamic Web applica-
tions. Only 38 size metrics (28%) are bottom-up metrics, allowing for the measure-
ment of “parts” of an application (e.g. Web page, media). The remaining 72% target
at the whole application, where application can either be hypermedia (11%), Web
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hypermedia (3%), Web software (1%), or Web (57%). The majority of metrics are
measured on a ratio scale (89%), not surprising given that most metrics are solution-
orientated. This is also reflected on the number of metrics that can be computed di-
rectly (77%), as opposed to indirectly (23%). A comparatively high number of met-
rics have been proposed without either empirical or theoretical validation (44%),
which unfortunately makes their corresponding studies “advocacy research”. Empiri-
cal and/or theoretical validation are fundamental to building our scientific knowledge
[10]. Despite the small number of size metrics measured using either the nominal
(3%) or ordinal scale (3%), researchers and practitioners alike should take care when
applying these metrics since their measures cannot be employed arithmetically, with-
out being in violation of the Representational Theory of measurement, a fundamental
concept which is often ignored (e.g. [6], [20]).

S Change in Trends

In the years 1992 to 1996 size was measured solely using complexity size metrics. In
1997 came the first publication that demonstrated the use of hypermedia/multimedia
size metrics for cost estimation. From 1998 to 2000 more work was devoted to size
metrics applicable to cost estimation; three of these were by industry practitioners
[71,[8]1,[61,[20] who proposed metrics and exemplified their use with very small data
sets or development practices from just one Web company for each practitioner. Re-
grettably, their findings may not be applicable to other Web companies work and
practices and cannot be considered an empirical validation, so hampering the external
and internal validity of their findings, respectively.

Except for [19] and [15], all size metrics proposed for cost estimation presented in
Section 3 have been related to implemented Web applications, represented predomi-
nantly by solution-orientated size metrics. Even when targeted at measuring function-
ality based on function point analysis, researchers only considered the final Web
application, rather than requirements documentation generated using existing Web
development methods. This makes their usefulness as early effort predictors ques-
tionable. Except for Rollo [21], all literature cited in Section 3 employed at least one
Solution-Orientated type of metric. This may be explained by the difficulty in using
early size metrics, gathered at the start of the Web development life cycle.

Length and complexity metrics are classes used respectively by 62% and 24% of
the 133 size metrics presented in Section 3. Functionality was used as a class of only
14% of the size metrics. The small amount of previous work using functionality size
metrics may be explained by the fact that until recently the highest volume of Web
applications developed used solely static pages, written in HTML, with graphics and
Javascript. Therefore both researchers and practitioners would have focused on size
metrics that were adequate for this type of Web application.

6 Conclusions

This paper presented a survey literature of hypermedia and Web size metrics pub-
lished in the literature within the last 12 years, and classified the surveyed studies
according to a proposed taxonomy.
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Eleven studies proposed a total of 133 size metrics to be used for effort estimation.
However, only 33 can be harvested early in development cycle, necessary criterion
for estimating effort and costs. 83% and 68% of the metrics are solution-orientated
and length metrics, respectively. Close to two-thirds of the functionality size metrics
measure functionality using function points analysis methods. The other third uses a
list of features/functions to be provided to customers at the start of the development.
89% of the metrics are measured on a ratio scale and 77% can be computed directly.
44% of the metrics have not been validated empirically or theoretically.

Regarding the change in trends we have observed that from 1996 onwards, the ma-
jority of size metrics were geared towards Web applications, rather than hypermedia
applications, illustrating a shift in the focus not only from the research community but
also by practitioners. Most size metrics were aimed at cost estimation, except for
those proposed between 1992 and 1996.

Recent work [19],[20] showed that complexity size metrics do not seem to be as
important as functionality and length size metrics. This may be due to the motivation
behind the proposition of such metrics. However, it may also point towards a change
in the characteristics of Web applications developed in the past, compared to those
developed today. Many Web applications are moving to be “dynamic” applications,
where pages are generated “on-the-fly”. This may indicate that looking at an applica-
tion’s structure, represented by its links, ceases to be as important as in the past. This
also explains the gradual exclusion of complexity size metrics from recent literature.
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Abstract. We present in this paper a method to discover the set of
webpages contained in a logical website, based on the link structure of the
Web graph. Such a method is useful in the context of Web archiving and
website importance computation. To identify the boundaries of a website,
we combine the use of an online version of the preflow-push algorithm,
an algorithm for the maximum flow problem in traffic networks, and of
the Markov CLuster (MCL) algorithm. The latter is used on a crawled
portion of the Web graph in order to build a seed of initial webpages, a
seed which is extended using the former. An experiment on a subsite of
the INRIA Website is described.

1 Introduction

Though the notion of website is commonly understood, there is no simple formal
definition of it. The most obvious idea would be to define a logical website as
the set of pages hosted by a given server. Though correct for many websites, it
does not reflect their intuitive notion since some may span over several servers,
and servers may host various sites.

The problem of discovering the boundaries between logical websites occurs
in the topic of automatic Web archiving, that some instituions (e.g. national
libraries) want to perform [1]: once webpages are selected to be archived, what
is the boundary of the corresponding websites? To be able to define websites
could also lead to website importance computation: to devise a SiteRank for
websites, as PageRank [2] is defined for webpages.

The method for website identification we present in this paper heavily re-
lies on the (directed) graph structure of the Web, with webpages as nodes and
hyperlinks as edges. The fundamental assumption is that webpages in the same
website are much more connected between them than webpages from different
websites. We use an adaptation and combination of two algorithms related to
flow simulation in traffic networks: a preflow-push algorithm by Goldberg [3]
which solves the maximum flow problem and the Markov CLuster algorithm
(abbreviated as MCL) by van Dongen [4], a graph clustering algorithm. MCL
is used to cluster a part of the Web in order to build seeds of websites which
are extended to complete logical websites with the preflow-push algorithm. The
techniques used are not based on the concept of webservers, domain names or
other heuristics, like traditional website recognition methods, but on the link
structure of the Web graph and, secondarily, on the global form of the URLs.
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We show in Section 2 how flow simulation and the maximum flow problem
may be used to identify websites in the Web graph. We notice that in many
cases, the seed of webpages the simulation starts from needs to be extended; we
present thus a way to use MCL for that purpose. An experiment is presented in
Section 3. Finally, we discuss related works in Section 4. An extended version
of this paper is available in [5].

2 Website Identification Process

In this section, we present an algorithm to solve the mazimum flow/ minimum
cut problem, namely the preflow-push algorithm, and its online adaptation to
the Web. This algorithm is applied to extend a seed of webpages into a complete
logical website. Then we briefly introduce MCL, a graph clustering algorithm,
which is used to grow the initial seed of webpages. We finally describe our com-
plete website identification process.

Preflow-Push Algorithm. We assume that the reader is familiar with the maz-
imum flow/minimum cut problem. An introduction to this topic can be found
in [6]. Let T = (S,¢,s,t) be a traffic network, where S is the set of nodes,
c:S8? — R, the capacity function, s the source node and ¢ the sink node. The
preflow-push algorithm is based on the notion of preflow: a preflow in 7T is a
function f : S? — R which satisfies:

(i) (Symmetry) ¥(u,v) € S?, f(u,v) = —f(v,u)
(ii) (Capacity constraint) V(u,v) € S?, f(u,v) < c(u,v)
(iii) (Relazed flow conservation) Yu € S\ {s,t},>  cq f(u,v) <0

This definition means that, in a preflow, a node u can have some overflow
o(u) = =3, cqf(u,v): it can receive more from the nodes it is pointed by
than it sends to the nodes it points to. The preflow-push algorithm, as well
as other algorithms working with preflows, maintains at each step a preflow in
T, converging finally toward a flow in 7 which is maximal, thus solving the
mazimum flow/minimum cut problem.

All nodes are assigned a height (0 in the beginning for all nodes except the
source). At each iteration, the preflow is pushed from a node with overflow to
a lower node. If there are no lower nodes to unload a node with overflow, this
node is raised. The algorithm ends when there are no nodes with overflow any
longer. This algorithm can be demonstrated to converge toward a maximum flow
in 7 (cf [3]), with a complexity of O(|S|?|A]) (]A] is the number of edges with
non-zero capacity), whatever the strategy for selecting nodes with overflow.

Adaptation to the Web. The fundamental assumption of website identification
based on the graph structure of the Web is that webpages in the same website are
much more connected between them than webpages from different websites. If
the Web is seen as a traffic network in which some fluid flows from a set of source
nodes in the same website, the bottleneck of the flow should not be inside the
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website, where there are many internal connections (and thus, a large capacity),
but between the website and the rest of the Web, where the connections are
much more sparse.

The idea behind using flow simulation to identify websites is that a clear
cut should be visible between a “source of seed webpages” of a site and a “sink
for the remaining part of the Web”, a cut which would match the borders of
the website. This cut is computed as a minimum cut in a traffic network whose
underlying graph is the Web graph. More formally, let Seed be a set of seed
webpages, characteristic of the website we would like to compute the borders
of, and sim a similarity function over webpages. We consider the traffic network
Tseed = (S, ¢, s,t) where:

— S is the set of webpages in the World Wide Web, along with two virtual
nodes s (a virtual source) and t (a virtual sink).
— (i) For all (u,v) € (S\ {s,t})?, c(u,v) = sim(u,v) if there is a link from u
to v, ¢(u,v) = 0 otherwise.
(ii) For all u € Seed, c(s,u) = +o00
(iii) For all w € S\ {s,t}, c(u,t) =¢ (e << 1)

The choice of the similarity function is important. The most simple choice
would be to use a constant function. In this case, however, a cut separating the
seed webpages from the rest would be most likely minimal. We chose to use a
function of the edit distance between the URLSs of the webpages: even if a website
span over several webservers, the URLs of the pages tend to look similar.

On-line Preflow-Push. Classical graph and network algorithms are off-line: they
require that the entire matrix is stored, so that computations can be made
on it. In the context of the Web, on-line algorithms are more interesting. An
on-line algorithm on the Web graph is an algorithm which does not require
the storage of the entire matrix of the graph, and in which computations are
made progressively, at the same time webpages are crawled. The preflow-push
algorithm can be made on-line in a straightforward way: webpages with overflow
are progressively crawled and dealt with (pushed or raised). Several strategies
adapted to crawling can be chosen. We decided to use a greedy one: the node
with maximum overflow is selected at each step.

Seed Extension with Graph Clustering. Applying this version of the preflow-push
algorithm on a seed of characteristic webpages of a website gives quite good
results on small or medium-sized, well-organized, websites. When the website is
very large or not well organized, however, the algorithm only retrieves a small
proportion of the webpages of the real website (cf Table 1). The problem is that
a small seed is not sufficient to discover the entire website.

MCL is a graph clustering algorithm by van Dongen [1]: given an undirected
graph as input, MCL will output a set of densely connected clusters of nodes.
Based on an alternation of expansion and inflation of the graph matrix, MCL
does not require any strong condition on the graph. The reader is advised to
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refer to [1] or [5] for a more detailed description. MCL is used to extend the seed
the on-line preflow-push starts from. The entired process is shown below.

Process for Identifying a Website W

1. Find a superset S of a large part of W (S may be, for instance, the
set of webpages hosted by the main webserver for W); crawl and
build the corresponding subgraph Gg of the Web graph.

2. Cluster Gg using MCL on the underlying undirected graph G’y
(there is an edge (u,v) in G if and only if either (u,v) or (v,u) is
in Gs)

3. Find the obtained cluster K which is the most relevant to W. It
may be identified by finding the cluster which contains the largest
number of URLs containing some given keyword.

4. Use the on-line preflow-push algorithm with K as a seed. The re-
sulting set of pages is the logical website for W found by the process.

3 Experiment

Our main experiment was on the website of our research team, GEMO (other
experiments are described in [5]). Its entry point is http://www-rocq.inria.
fr/verso/ (VERSO is the former name for GEMO) and it spans over several
webservers, of the inria.fr domain and of other domains.

A large part of the webpages hosted on webservers of the inria.fr domain
was crawled. Following the process described in Section 2, a MCL clustering was
performed on the underlying undirected graph. The most relevant cluster was
identified as the one with the largest number of URLs containing “verso”. Finally,
flow simulation with preflow-push gave the resulting logical GEMO website.

Table 1 shows some data about the website found by the algorithm, along
with results of other simpler methods':

— Flow Simulation: direct on-line preflow-push, starting from the website

entry page.

MCL: clusters from MCL, without flow simulation

— MCL + Flow Simulation: process described above

— http://www-rocq.inria.fr/verso/*: “naive” recursive crawl of the hier-
archy of URLSs starting from the website entry page.

As noted in Section 2, flow simulation alone retrieves a very small portion of
the relevant webpages, whereas MCL effectively retrieves many more webpages,
which are nearly all relevant (that is, the precision is very high). The recall for
MCL clusters is still low, however; this is why the online preflow-push is applied
afterwards. The complete process gives a good precision (over 90%) and espe-
cially gives a high recall, much higher than all the other methods. This shows the

! Precision and recall are defined as follows: the precision of a set of webpages W is the
ratio of relevant webpages in W over the size of W the recall of a set of webpages W
is the ratio of relevant webpages in W over the total number of relevant webpages
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Table 1. GEMO website, according to different methods

Number of Pages Precision Recall

Flow Simulation 8 87.5% 1.3%
MCL 320 99.7% 33.0%
MCL + Flow Simulation 788 90.4% 86.4%
http://www-rocq.inria.fr/verso/* 221 100% 44.4%

interest of the combination of flow simulation and graph clustering techniques,
over each technique alone. The naive technique naturally has a perfect preci-
sion but a rather low recall: there is indeed a need for more elaborate website
identification methods, such as the one we used.

The results of our experiment on the GEMO cluster are thus very satisfactory.
It is to be noted, though, that this does not represent the relative performance
of the different techniques on every website. On smaller or more organized ones,
the online preflow-push algorithm alone may be sufficient. On many websites,
the naive recursive crawl of the hierarchy of URLs may even be perfect. Still, a
large part of the Web is composed of not-so-well organized websites, spanning
over several webservers, like the GEMO website.

4 Related Work

In most works where the notion of website appears, it is taken to be the pages
hosted by a given webserver, or a lexical hierarchy of URLSs (e.g. the set of URLSs
that share a common prefix), in addition to heuristics such as the recognition
of /~user/ part in an URL. Links between pages are usually only taken into
account in an elementary way, such as in [7] where clan graphs are introduced
to find closely connected pages. In that paper, websites are still assumed to be
on a single webserver and much importance is given in the form of the URLs.
In [8], Mathieu proposes a way to partition the Web by using the fact that the
matrix of the Web graph in which URLs are lexically ordered is nearly block
diagonal. Each block seems to correspond to a logical website, heavily connected
inside and sparsely connected with other webpages.

The maximum flow problem in traffic networks is a classical and much studied
algorithmic problem. Karzanov developed the notion of preflow [9] and Goldberg
invented the preflow-push algorithm [3]. Flake et al [10] use a modified version
of the preflow-push algorithm on the Web graph in a similar way as we do, for
identifying Web communities. Beside the purpose, our approach differs in the
on-line adaptation of the preflow-push algorithm, in the choice of the capacity
of the edges and in the use of an extended seed.

5 Conclusion

We presented in this paper a website identification process, based on a com-
bination of flow simulation and graph clustering. The preflow-push algorithm,
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which solves the maximum flow problem in a traffic network, was adapted to the
case of the World Wide Web. Logical websites are discovered by computing the
minimum cut between a set of seed webpages and the rest of the Web, a seed
which is computed using the Markov CLuster algorithm.

The first obvious perspective on this topic would be to improve the perfor-
mance of the process, both in its execution time and in the quality of its results.
Currently, the graph clustering needs to be computed on an off-line, crawled,
subgraph of the Web, which can take a few days for a large graph, in order not
to overload the corresponding webservers. It would thus be very useful to be
able to realize an on-line computation of MCL. The adaptation is not obvious,
especially because of the behavior of the inflation operator, which cannot be
easily expressed in terms of classical linear algebra operators. Other improve-
ments could be made on the online preflow-push algorithm, in particular with
the choice of an efficient crawling strategy. Finally, a semi-automatic method,
with the possibility of splitting and merging selected MCL clusters, would allow
a more precise selection of the website to identify.

We would like to acknowledge Serge Abiteboul and Grégory Cobéna for their
advice on this research topic.
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Abstract. In this paper, our loading balance processes electronic commerce
transactions to increase Web services performance. Our method includes a load-
ing balance value to resolve the concurrent data problem among EC services
databases Web systems. In the new algorithm proposed here, a loading evalua-
tion is introduced and utilized to make the efficiency of the result. The simula-
tion results show that our system outperforms existing schedulers such as
branch and bound algorithm, and the shifting bottleneck heuristic when an ap-
plication requires an EC transaction model. We have analyzed a variety of
transaction schemes compatible with other kinds of protocol standards and de-
veloped a modeling framework on which we can selectively extract the merits
of these schemes while maintaining good consistency. Simulation results show
that our system outperforms existing schedulers such as throughput and commit
time when an application requires an EC transaction model. The electronic
commerce transactions hype has barely subsided, the media, venture capitalists,
and stock markets have already moved on to the mobile Internet. Knowing a
change is coming is loading balance, predicting its shape and form for elec-
tronic commerce transactions to increase Web services performance on PC-
centric models to mobile and person-centric techniques.

1 Introduction

The structure of computing is changing. EC Web systems rely increasingly on the
coupling of local applications with applications running on remote Web servers. As-
sisted with low-power, low-cost, and portable computing Web systems such as lap-
tops and personal digital assistants (PDAs), real-time agents can now work anywhere
at any time. Mobility and portability do pose challenges to database management and
EC transactions on EC Web systems, for they require the use of real-time information
services designed to provide coherent and reliable information access to wide varie-
ties of data originating from separate information sources in order to support greater
workgroups and achieve better organizational productivity. In the EC era, there is a
general trend towards the partnership in between EC Web systems so as to ensure
better EC transaction application efficacy and efficiency [1, 3, 7, 11, 16].

The ultimate goal is to provide a richer and more user-friendly environment of in-
formation by integrating the user's desktop facilities with information exchange and
collaboration infrastructures including groupware Web systems and shared database
servers. In a business setting, these information services are typically part of a real-
time database management system [2, 4, 6, 8, 11, 12].

The multi-channel customer revolution coupled with the development of mobile
technology in its to have a profound effect. A commercial deal usually involves sev-
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eral transactions including the transfer of contract documents, billing, and settlement
of payment. Sometimes several transactions need to be integrated, as when billing and
settlement are to be processed at the same time [13, 14, 15, 16].

Where the uncertainty lies is in precisely when and how loading will be imposed
and which will emerge as EC transactions. Evolutionary methods have been applied
to a variety of different problems. In this paper, an algorithm for EC transaction man-
agement based on an evolutionary model is proposed. This novel algorithm generates
a loading balance value for the purpose of improving the responsiveness to EC trans-
actions on the Internet Web servers while maintaining a reasonable degree of queue-
ing performance in case of a buffer overflow. Our simulation results have demon-
strated the effectiveness of the proposed algorithm and proved the superiority over
other algorithms. As a wish, the nature of interaction and speed is bound to change of
transaction [5, 9, 10].

2 Our Model

The adoption of mobile technological innovation by the transaction world is seldem a
neat, linear process. In our evolutionary model, the reinforcements can be either posi-
tive or negative, depending on whether the realized channel cost is greater or less than
what the EC services need. Given the evolutionary approach method set A; of EC
agent i, where A; = {ai, a2, a3, - * *, aw} respectively, there are alternative pure
evolutionary approach to be performed by EC agent i, (i = 1, ..., M). EC agent i at
each period uses an evolutionary approach method, and the state of the system in
period t is denoted by S;;.

Note that here in this place S;; =(Sii(ai1), Sii(ai2), Sii(ais), ..., Sei(@aimi) ) is the
probability distribution of the evolutionary approach method set A; in period t by EC
agent i. If EC agent i plays evolutionary method S;; in period t, then the resultant
loading balance value is Spy(t, 1, a;;, Sp). The EC agent’s communication channel cost
is denoted by Syy(t, 1, a;, Sp), and we set the loading balance value as Sgy(t, 1, a;, Sp)
=Spv(t, 1, ag;, Sp) — Smv(t, 1, a¢i, Sp). The Sp value is max(a;, a;;). Then, fori=1,....N
and k =1, 2,...,Mi, the system state evolves in the following way:

Spia) =8, %8, (1, i,a,;, Sp)+(1+ ‘SB (, i,a,;, Sp )‘) 8 St,i(ak,i) (1

Thus, it can be seen that if Sgy(t, i, a;;, Sp) is positive, that means the EC agent is
pleased with the outcome, and then the probability associated with the strategy will
increase. In our proposed algorithm, EC transactions can be calculated in terms of link
capacity, buffer size, queue length, etc. In addition, we can even update the switching
function on the arrival of every transaction.

The key idea behind our proposed algorithm is to update the switching probability
according to the loading strategy rather than the instantaneous or average loading
weight, maintaining a single probability Spy(t, i, ag;, Sp) to transfer enqueued transac-
tions.

I: Computing Switching Function

SSV(t’i’ et,i’SD) = (SBV - (STV - SLV(ta 2 at,i’SD)))/SBV 2
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The system loading value in period t is denoted by Sy y(t, i, €.;, Sp). We set a load-
ing weight threshold, Sty.

II: Computing Moving Probability
Sg (@ +1i,a,,,,,S,)=S,(t1i,a,,,S,)*Sy (t,i,a,,,S))
+8g, (t,1,a,;,S,)

t+1,i°

3)

This result can be derived from equations listed in Sect. 3. Thus, when the outcome
satisfies the EC transaction services, the loading probability is increased. However,
the switching probability is increased when the EC services are dissatisfied.

In the next section, we shall present our simulation results on our proposed algo-
rithm and see how it compares with other algorithms in the same network environ-
ment. We will show the validity and features of our proposed EC services algorithm.

IIT: Our Loading Balance Method

1: Offspring generation.

: EC system loading increase.

: New parent selection among loading balance value.

: Loading balance value updating.

: Satisfied output the parents and loading balance value.

DB W

3 Our Loading Balance Method Performance

Certain media on Internet portray the transition to the mobile services. It prevents
other transactions from accessing a shared data object before transaction is done.
Simulation results show that our system outperforms such existing schedulers as
branch and bound algorithm and the shifting bottleneck heuristic when an application
requires an EC transaction model.

(1) Branch and bound algorithm: Branch and bound algorithm is enumerative search
procedures based on construction of a tree of partial solutions. The tree contains
entire set of feasible solutions in the leaves, while nodes inside the tree represent
partial solution.

(2) Shifting bottleneck heuristic: The shifting bottleneck heuristic takes advantage of
that scheduling problem with release time can be solved by bottleneck identifica-
tion.

(3) Loading Balance Method: Our new scheduler is an evolutionary model to dy-
namically implement available transaction strategies by employing a loading bal-
ance value.

The offered value refers to the value given by the application when a transaction is
submitted, and the final-obtained value indicates the net value after the transaction is
successfully completed.

We examined real-time EC transactions under various conditions. According to the
metrics of Commit times and throughput, the loading balance method has the best
performance for distributed EC Web services using EC transaction models. In this
experiment, we varied the arrival rate from 1 transactions/second to 5 trans/sec.
Channel availability is number of bandwidth for EC transactions.
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Table 1. Commit time simulation results of different method

Scheduler Commit time (millisec)

(Channel availability) 0.4 0.6 0.8 1 1.2
Branch and bound algorithm 195 175 130 100 90
Shifting bottleneck heuristic 215 200 170 135 105
Loading balance method 165 140 115 75 50

Table 2. Throughput simulation results of different method

Scheduler Throughput (transaction/sec

(Channel availability) 0.4 0.6 0.8 1 1.2
Branch and bound algorithm 0.10 0.10 0.15 0.15 0.15
Shifting bottleneck heuristic 0.10 0.10 0.10 0.10 0.15
Loading balance method 0.20 0.25 0.30 0.30 0.35

Tables 1 and 2 show commit time and throughput results for EC services transac-
tions. The performance orders are Loading balance method > Branch and bound algo-
rithm> Shifting bottleneck heuristic, respectively.

The reason is that branch and bound algorithm and shifting bottleneck heuristic are
both designed for a centralized case, and the impact of communication delays is not
considered a scheduling factor. Such a phenomenon will frequently occur, as the traf-
fic load gets higher. Branch and bound algorithm and shifting bottleneck heuristic
perform poorly in commit time because they do not consider transaction relations.
The performance of loading balance method is good at a high load because its sched-
uling policy in the under an overload situation.

Simulation results show that our system outperforms the others on throughput, and
commit time. An EC transaction based on loading balance method, to each transaction
resides in the ready queue with the highest will be executed. The appropriate setting
for the communication delay of the real time transactions can meet their loading bal-
ance value on time under the simulation results.

The reasons for the superiority of loading balance method over the other algo-
rithms are as follows. To begin with, the consideration of the loading characteristic in
Web services gives a higher weight in the formula in the evolutionary model at the
arrival of a transaction, since such a transaction requires an expensive cost for access-
ing data objects in the database.

However, the loading policy also depends on the reward ratio and loading balance
value as well as the slack time of the system. In addition, the communication delays in
loading balance method will result in a slightly higher weight for a remote transac-
tion; hence, a local transaction will have a better chance to be executed completely
under the adjustment of a transaction’s reward ratio. Furthermore, loading balance
method also takes care of the relations between transactions, taking into account the
concept of slack time distribution.

4 Conclusion

Now, it is a portal to cyberspace an entry point to a worldwide network of information
exchange and business transactions. We have presented a loading balance method to
handle EC transactions on EC services systems for penetrate most areas of our daily
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life. Our loading balance method processes electronic commerce transactions to in-
crease Web services performance only very limited support for processing Web con-
tent. Our loading balance method adjusts the transaction blocking probability accord-
ing to the value of the switching function and its loading balance value.

Using loading balance method can enable the EC Web server to adapt to various
network conditions and traffic characteristics intelligently and integration of data,
information, knowledge, process and applications within business. Our results show
that our system outperforms others on throughput and commit time, it beats such
schedulers as branch and bound algorithm and the shifting bottleneck heuristic when
an application requires an EC transaction model as enterprise resource planning from
different product of implementing one link per supplier can be linked to a market-
places.

Our loading balance method prevents the queue from turning into overflow and de-
creases the loss rate due to buffer overflow for reasons of cost and quality to adopt
product as customer relationship management. Our loading balance method responses
rapidly to the changes of the network load by adjusting the switching probability
quickly within existing corporate information technology infrastructures solution. In
this paper can be further developed into a set of networks that will help identify the
best design alternative for high balance loading management based on the characteris-
tics and parameters of given real time transactions on EC service applications as
merge often require large-scale integration of existing information technology infra-
structures. We shall focus on the development of new Web-base service management
methods with QoS and differentiated service support for mobile services more open-
ness, flexibility and dynamics.
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Abstract. In this paper we propose a system of design patterns for Web naviga-
tion. We have collected patterns already published in the literature, selected ten
of them, refined them and identified the relationships among them. The selected
patterns are rewritten in the Gang of Four (GoF) notation. They are implemented
and integrated together leading to a framework intended to be used as the central
part in developing data intensive Web applications.

1 Introduction

Compared to software engineering —where there are several published books with de-
sign patterns— hypermedia design patterns are in an early stage: they are scattered in the
literature and they have barely been scrutinized. Paolini and Garzotto stated [ 3] “we
have not seen many real ‘booklets’ of design patterns, ready to be used”. The number
of hypermedia design patterns keeps growing and it is becoming more difficult to keep
track of them, to know whether there is a pattern that solves a determined problem, and,
if there exists, to find it. In [9], we argued that it was necessary to:

— Unify the patterns. Some patterns provide insight that can enhance similar patterns.
Some patterns provide different views of the same problem and they should be
unified into a single super pattern including all the insights provided by the patterns
individually.

— Patterns should be rewritten using a common pattern language and vocabulary. The
hypermedia designers in general have not decided on a common vocabulary and
this is reflected in the pattern descriptions.

— Patterns don’t exist in isolation. There are many interdependencies between the
patterns. A list of patterns doesn’t reflect those relationships, and doesn’t provide
any guideline for their implementation. It also doesn’t show how the patterns may
evolve. Patterns should be organized into pattern systems. Buschmann et al. [4] de-
fined a pattern system in the scope of software architecture. Their definition can be
easily adapted to hypermedia application: a pattern system is a collection of pat-
terns, together with guidelines for their implementation, combination and practical
use in hypermedia development.

In this paper, we describe a system of patterns for Web navigation. Different authors
are classifying the published patterns from different perspectives. But so far, there was
no formalized system of patterns for hypermedia design patterns. Section 2 describes
how we have created a system of patterns from the navigational hypermedia design
patterns leading to develop a framework, implementing the patterns included in this
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system, intended to be used for the creation of data intensive Web applications. Sec-
tion 3 describes the benefits of creating system of patterns and rewriting the patterns in
Gamma notation.

2 A System of Patterns for Web Navigation

Our objective was to create a system of patterns for information navigation in hyper-
media applications. According to Buschmann et al. [4] a system of patterns should
satisfy the following requirements: it should (1) comprise a sufficient base of patterns,
(2) describe all the patterns included in the system in a uniform notation, (3) expose
the various relationships among the patterns, (4) organize its constituent patterns, (5)
support the construction of hypermedia systems, (6) support its own evolution.

In particular, we wanted to concentrate in design patterns that would help address
the following navigational problems: (1) making information easy to explore, (2) help-
ing users to find the desired information quickly, (3) providing multiple navigation paths
for different users, and (4) assisting users in knowing the current position in navigation.

We have found 96 hypermedia design patterns published in the literature and orga-
nized them in [3]. From these, we selected the following most frequently used naviga-
tional design patterns in web information systems or in data intensive web applications,
based on behavioral relationships among the pattern which is described in Section 2.1:
Active Referencel!, 8, 12, 14], Guided Tour[!], Landmark[|5], News[!|, 5, 11], Set-
Based Navigation[!, 15], Shopping Basket[5], Simple Search Interface[!], Selectable
Search Space[ |]. In addition, we discovered two new patterns: Visited Objects [3], Hi-
erarchical Navigation 